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Abstract—This work presents a study of the planar model of
movement performed by a human arm with hemiplegia, being
actuated through an electro stimulus, with the aim to reduce the
angular error of the same movement using techniques of adaptive
control and genetic algorithm-based control and comparing
with an Integral Proportional Controller. The verification and
validation of the proposed methodology are carried out by using
a simulation of a eletrostimulation device compared with a given
angle reference, aiming regulation.

Index Terms—Electro-Functional Stimulation, PI Controllers,
Genetic Algorithms, Human Arm Control, Adaptive Control,

I. INTRODUCTION

Every year, stress and unhealthy life leave the people with
circulatory and coronary problems, which can lead to a stroke,
which is a clogging or rupture of blood vessels that irrigate
the brain. A recurrent consequence of stroke is hemiplegia,
which is the loss of motor control on one side of the body.
One of the treatments used for rehabilitation, in these cases, is
Functional Electrostimulation [1] [2]. Patients with hemiplegia
caused by stroke usually have slow and gradual recovery. In
this way, many affected by this disease need to do a set of
physical therapy exercises, among them, electrostimulation, in
order to maintain muscle tone and assist reinnervation through
the stimulation of the skeletal muscles.

Skeletal muscles are controlled by the nervous system
through motor neurons. There are two classes of motor neu-
rons: upper and lower. Lower motor neurons are still divided
into alpha motor neurons and gamma motor neurons. The set
formed by the alpha motor neuron and all the motor fibers
innervated by it is called the motor unit. The activation of the
motor units is responsible for the production of the mechanical
tension of the muscles [3] [4](Figure 1).

The control of the degree of muscle contraction performed
by the alpha motor neurons begins when the acetylcholine
released by the neurotransmitters triggers a post-synaptic exci-
tatory potential in the muscle fiber, which contracts and relaxes
rapidly, causing a mechanical concussion [3].

Fig. 1: Figure showing the muscle activation scheme adapted
of [3].

At a frequency of a sufficiently high stimulation, produces
a sustained or homogeneous contraction, a process known as
tetany [5] [6].The normal firing frequencies of motor neurons
in human muscles rarely exceed 40 Hz and are rarely less
than 6 to 8 Hz. The concept of this type of therapy is called
Functional Electrical Stimulation. Such therapy has been used
for a long time and currently there are several studies in this
line but all in open loop, without the goal of closing the loop,
due to several peculiarities of the process.

The purpose of this work is to study the behavior of two
types of controllers (PI control and Adaptive control) to cause
the patient to reach a target angle, maintaining the same for
as long as necessary through an electrical stimulus [7]. It is
desired to verify the effectiveness of adaptive control tech-
niques compared to the classical approaches of PI controller, in
order to achieve a faster, robust control that has a performance
that is as close as possible to the desired reference response,
helping to improve the treatment of patients with hemiplegia.
Specifically, the PI controller was adjusted first, heuristically
(by exhaustive search) and second using genetic algorithm,
with the purpose of comparison.

II. MODELLING

The first model found is the Hill model. He observed that
the elasticity of tendons influences the force generated in the
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muscles, so that the system could be modeled as a mass-spring
system (Figure 2), which was knew as a Hill’s muscular model
of four elements (widely used still today, as shown at [8]), with
CE being the elastic component (muscle) and VER and PEE
are the elastic components of the tendons.

Fig. 2: Figure showing the dynamics of muscular contraction
[9].

Exits several studies for activation of neuromotor receptor,
as shown at [10]. As a basis for the muscle model and
activation of neuromotor receptors, the model described by
Houk and Simon [11] was used:

T (s) =
Fm(s)

u(s)
= K

(
1 +

s

0.15

)(
1 +

s

1.5

)(
1 +

s

16

)
(
1 +

s

0.2

)(
1 +

s

5

)(
1 +

s

37

) , (1)

with
Fm(s)

u(s)
being a function of transference of the motor

force performed Fm and the electro-stimulus u(s), K the static
muscle gain, which in this study had a conjectural value of
0.01 nA/N.

A. The dynamics

Associated with this we also have the dynamics of arm
movement, as shown in (Figure 3), with:

• Ye the vertical projection of the length of extensor mus-
cle;

• Yf the vertical projection of the length of flexor muscle;
• Xe the horizontal projection of the length of extensor

muscle;
• Xf the horizontal projection of the length of flexor

muscle.
From the same model [12] we obtain the following two

moments of force:

hf (t) =
Yf√

1 +

(
Yf +Xf cos θ

Xf sin θ

)2
,

he(t) =
Ye√

1 +

(
Ye −Xe cos θ

Xe sin θ

)2
.

(2)

Fig. 3: Figure showing the Schematic diagram of arm move-
ment [12].

A simple rotational momentum model of a rigid rod is used,
described by the equation in:

I × θ̈ = hfFm + heFm , (3)

Applying the equations (1) in (3):

I × θ̈ = (hf + he)(Fm(t))uf (t) , (4)

with Fm(s) being L−1[Fm(s)]:

L−1[Fm(s)] = δ(t)− 0.15e−
t
5 − 21.33e−37t − 0.21e−2t ,

(5)

applying (5) in (4) we have the system depending only on
the stimulus u(t) and the angle θ, described by (6):

I × θ̈ = (hf + he)uf (t)

(δ(t)− 0.15e−
t
5 − 21.33e−37t − 0.21e−2t). (6)

Finally, applying (2) in (6):

I × θ̈ = uf (t)∗⎛
⎜⎜⎝ Yf√

1 +
(

Yf+Xf cos θ
Xf sin θ

)2
+

Ye√
1 +

(
Ye−Xe cos θ

Xe sin θ

)2

⎞
⎟⎟⎠ ∗

(δ(t)− 0.15e−
t
5 − 21.33e−37t − 0.21e−2t) .

(7)

B. The Real Dimensions and Activation
For the values of muscle length, distances of the neurotrans-

mitters, the values of (Table I) [12].
For the real Activation of the muscle, the value of u(t) would

be given by the approximate expression [13] [9] given by (8):

u(t) = − 1

τactf
αf (βf + (1− βf )uf (t)) +

1

τactf
uf (t)

0 ≤ uf (t) ≤ 1, (8)
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TABLE I: ergonomic measurements

Dimension Adopted Values
Xf (m) 7.0 ∗ 10−2

Xe (m) 5.5 ∗ 10−2

Yf (m) 14.0 ∗ 10−2

Ye (m) 11.0 ∗ 10−2

I (Kg*m2) 1.6 ∗ 10−3

with τactf as a variable time constant that describes the rate
of rise of activation in response to muscle excitation. αf and
βf as a variable time constants that describes the minimum
activation of α and β motor neurons. However for patients
with hemiplegia, these stimuli were given via low-frequency
square wave signals with low current as described in the next
section.

After all the simplifications, the function of the angular
movement of the arm was described by (1-7) and using the
parameters of (Table I):

0.016× θ̈ = uf (t)∗⎛
⎝ 0.14√

1 +
(
0.14+0.07 cos θ

0.07 sin θ

)2 +
0.1√

1 +
(
0.11−0.055 cos θ

0.055 sin θ

)2
⎞
⎠ ∗

(δ(t)− 0.15e−
t
5 − 21.33e−37t − 0.21e−2t)

(9)

Due to the objective of the control is reach an angle by a
electrical stimuli, we can rewrite (9), already simplifying and

passing to the Laplace domain, being P (s) =
θ(s)

uf (s)
:

P (s) =
15, 7(s2 + 33.1s+ 1180)

(s+ 83.5)(s+ 61.7)(s+ 56)(s2 + 4.2s+ 12)
e−0.012s

(10)

The term e−0.012s consists in a time delay, which can be
bypassed using the approximation of Padé as shown at [14]
and [15], which consists in obtaining an expansion in the
irrational function e−τs in a rational function whose numerator
is a polynomial of degree p and denominator of degree q. For
example, if p = q = 1, we have:

e−τs ∼=
1− τs

2

1 +
τs

2

. (11)

For systems with very small delays, the following trivial
approximation may be done [16]

e−τs ∼= 1

1 + τs
. (12)

Thus, the final model used at this work, with all simplifies
and considerations is:

P (s) =
15, 7(s2 + 33.1s+ 1180)

(s+ 83.5)(s+ 61.7)(s+ 56)(s2 + 4.2s+ 12)(0.012s+ 1)
(13)

C. The Evaluation function

As an evaluation function, we use the mean square error
[gauss] of this function:

e =

√√√√ n∑
i=0

x2
i − x̂i

2

n
(14)

Thus, using a square wave of 25 Hz as the input signal
(Figure 4)(b), the response can be shown at (Figure 4)(a):

Fig. 4: Figure showing the open loop response (a) and the
input of the system (b)

Note that, for a 45 mA amplitude stimulus, the system,
after a few seconds, converges, as would be expected for the
described modeling.

III. STABILITY ANALYSIS

After all simplifications and linearizations the transfer func-
tion described in (13) has the following the poles in open loop
are -83.3, -83.52, -61.18, -56.34, -2.1 + 2.75i, -2.1-2.75i.

In respect of BIBO stability, it is enough the poles to be in
the SPE, but we can study the frequency response through the
BODE diagram (Figure 5):

Fig. 5: Figure showing the Bode Diagram

The diagram above shows that the system is stable with
30.8 dB of Margin of Gain.
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IV. PROPORTIONAL INTEGRAL CONTROLLER

The PI controller is very used to reach a defined set point.
However, the PI must be adjusted to give better results. The
controller, briefly explained, is composed of a set of two
gains a proportion proportional to the error (Kp)and another
proportional to the integral of the error (Ki). For the simulation
of this controller, the following closed-loop block diagram was
used (Figure 6):

Fig. 6: Figure showing the block diagram with a fixed angle
at closed loop with PI controller

A. Adjust of the PI controller gains Heuristically

For the tuning of controller gains, the matlab auto-tuning
tool was first used and then the order of magnitude defined,
the gains were changed heuristically until reaching an optimal
point with respect to the error. Thus, the final values of the
proportional and integrative gains were, respectively, 3 and 0.5
in the simulations. A target angle of 45 degrees (π/4) was set
and the objective is to minimize the means square error (14).

B. Adjust of the PI controller gains with genetic algorithms

The objective, in sequence, is simply, given the same
stimulus u(t), to cause the variation of the angular position θ to
be null, after a given time, only now using genetic algorithms.

First, we need to define the chromosomes [17], which after
sequential attempts, ended up being defined by angle and time
(Table II).

TABLE II: Representation of the chromosomes

Angle Time

Then, it is necessary to define the parameters of the algo-
rithm, such as crossover rate, mutation rate, selection method,
among others [17]. In this study, for purely comparative
purposes, the three best configurations obtained experimentally
were chosen, according to (Table III):

TABLE III: Three Best Configurations

Parameters Adopted Values
Type of Crossover Simple Simple Simple

Crossover Rate 50% 65% 70%
Mutation 0.8% 0.5% 0.5%

Population 500 500 500
Selection Geometric Geometric Geometric

Normalization Normalization Normalization
Number of generations 200 100 50

V. MRAC - MODEL REFERENCE ADAPTIVE CONTROLLER

Adapting means changing behavior according to circum-
stances. an adaptive controller, has the merit of playing the
role of modifying the response of the system at each iteration
in order to control the system dynamically. there is examples
of adaptive controllers in various areas, such as in pilots au-
tomatic airplanes, ABS brakes and other types of supervisory
equipment.

For the proposed, an adaptive controller was used by ref-
erence model, using projection [18]. Observing that the plant
used is stable, another plant was proposed as a reference [19]
of the same order and relative degree, the simulation being as
follows (Figure 7):

Fig. 7: Figure showing the Closed-loop block diagram with
adaptive controller with feedback projection

The main idea is to make the ”defective” plant follow the
Hill model [9] after a step is applied, causing the system to
adapt its internal gains automatically, taking the same cost
function. The adaptive control used was defined according to
the table from the Ioannou book [20] Chapter 6.

In the simulation a step was applied as a reference, resulting
in a 45 degrees angle, so that we have the same reference
proposed for the PI.

VI. INITIAL RESULTS

A. Adjust of PI gains

Once all the parameters were defined, it was possible to
observe from the Proportional Integrative Controller (PI) what
was simulated, generating the data according to (Figure 8):

Fig. 8: Figure showing the Simulation of Proportional Integral
Controller (PI).
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The behavior of the controller was relatively good, having
a quadratic error variation peak of 5.2 and soon after, in about
30 seconds, the system stabilizes between 0 zero and -0.15.

The transient was very oscillatory, though its response, even
with the simplification of the input signal (a square wave), was
satisfactory.

Using the GAOT algorithm [21], and considering the mini-
mization of the quadratic error, according (10), fixed popula-
tions of 500 individuals were used and altered other parameters
of the genetic algorithm, such as Crossover rate and mutation,
in order to achieve better performance.

Thus, the following results were obtained for the value of
the effective error (target angle-best angle described by the
genetic algorithm) (Table IV):

TABLE IV: Effective error values found by the GAOT algo-
rithm

Configuration Error (degrees)
1 17.286
2 1.9336
3 7.515

For a more interesting analysis, besides checking the error,
the chromosome was composed of time, in order to verify the
convergence time of the minimum error value, obtaining the
following best individual values for the proposed configura-
tions (Table V):

TABLE V: Best Angles and Time Responses

Configuration Angle (degrees) Time Response(Sec.)
1 27.714 0.005
2 43.0664 0.002
3 37.485 0.007

Thus, in comparison to the PI Controller heuristically ad-
justed, it can be estimated that the genetic algorithm achieves
significantly better results, while the classical Integrative Pro-
portional Control (PI) does not obtain such precise values,
besides having a rather oscillatory character (meanwhile as
the parameter was the average of the error, it remained null).

Another relevant comparison is the analysis with respect
to the optimum settling time / time. It can be observed that
the control made by genetic algorithms achieves a result of
0.002 seconds, while the other controller achieves the value
of 0.3 seconds. This demonstrates that the system is much
faster compared to Proportional Integrative (PI).

In the aspect of gains,the following best individual values
for the proposed configurations (Table VI) was obtained:

TABLE VI: Best PI Gains

Configuration Proportional Integral
1 0.9 0.4
2 0.3 0.2
3 0.4 0.4

In the aspect of the genetic algorithm, we can show the
best configuration showing the graph of the convergence of
the mean square error x generations (Figure 9:

Fig. 9: Figure showing the graph of the convergence of the
mean square error x generations of configuration 3

The mutation rate influenced in the sense of increasing the
exploratory character of the algorithm (according to the def-
inition itself), however, its decrease favored the convergence
and the decrease of the mean oscillation of the errors. With
respect to the number of generations, due to the speed of
convergence of the algorithm, it can be observed that with
far fewer generations than the proposed algorithm converges
(Figure 9).

With respect to the crossover rate, it can be observed that if
very low, the effective error (best individual) increases and the
same happens if the error is too high. Therefore, the adjustment
of this element must be done with caution.

Applying the same reference in the closed loop system with
adaptive control [20], the following response was obtained
expressed in (Figure 10):
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Fig. 10: Figure showing the MRAC simulation

The controller behavior are much better than the simple
PI, with a peak of 0.15 degrees and after 10 seconds the
quadratic error falls and the error of the system stabilizes
to -0.15 degrees. Comparing with PI controller, the MRAC
controller converges more quickly and at the transient, the
MRAC controller had a minor error.
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VII. FINAL COMMENTS AND FUTURE DEVELOPMENTS

the union of the intention of movement with FES is a
powerful tool in improving the health condition of patients.
Thus, a control technique that aims to facilitate and automate
these physiotherapy exercises is essential.

With the aim to improve and explore new controllers, a next
step would be the application of these algorithms in a real
system, using logic controllers, microprocessors and digital
control elements, in order to verify the differences between
the simplifications and conjectures of the model and the real
system, which is in fact nonlinear and variant in time, not to
mention that the ”system” varies from person to person and
from injury to injury.

For PI, another tunning method, like Extremum seeking
[22] or a fusion of another control techniques with the aim
to optimize the gains and minimize overshoot and some
characteristics.

For MRAC, a next step would be the consideration of other
factors such as muscle fatigue, dead zone and delay, which
are already being studied in adaptive control [23], but without
any application for FES systems proposed in this study.
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