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Abstract: In field or indoor environments it is often not possible to provide robots or robotic 
teams with detailed a priori environment and task models. In such environments, robots will 
need to create a dimensionally accurate geometric model by moving around and scanning the 
surroundings with their sensors. In the case of robotic teams, there is a further need of 
cooperatively sharing the acquired data. However, uncertainties in robot locations and sensing 
limitations/occlusions make this difficult. A novel information-based methodology based on 
iterative sensor planning and sensor redundancy is presented to build a geometrically consistent 
dimensional map of the environment and task. The proposed algorithm efficiently repositions the 
systems’ sensing agents using an information theoretic approach and fuses sensory information 
using physical models to yield a geometrically consistent environment map. This is achieved by 
utilizing a metric derived from Shannon’s information theory to plan the robots’ visual 
exploration strategy, determining optimal sensing poses for the agent(s) mapping a highly 
unstructured environment. This map is then distributed among the agents (if robotic teams are 
considered) using an information-based relevant data reduction scheme. This methodology is 
unique in the application of information theory to enhance the performance of cooperative 
sensing robot teams. It may be used by multiple distributed and decentralized sensing agents for 
efficient and accurate environment modeling. The algorithm makes no assumptions of the 
environment structure. Hence it is robust to robot failure since the environment model being 
built is not dependent on any single agent frame. It accounts for sensing uncertainty, robot 
motion uncertainty, environment model uncertainty and other critical parameters, allowing for 
regions of higher interest getting more attention by the agent(s). The methodology works with 
mobile robots (or vehicles) with eye-in-hand vision sensors to provide 3-D or 2.5-D information 
of the environment. The presented methodologies are particularly well suited to unstructured 
environments, where sensor uncertainty is significant. Simulation and experimental results show 
the effectiveness of this approach. A cooperative multi-agent sensing architecture is presented 
and applied to the mapping of a cliff surface using the JPL Sample Return Rover (SRR). The 
information-based methods are shown to significantly improve mapping efficiency over 
conventional ones, with the potential benefit to reduce the cost of autonomous mobile systems. 
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1. INTRODUCTION 
 

1An important goal of robotics research is to 
develop mobile robot teams that can work 
cooperatively in unstructured field environments 
[Baumgartner et al. 1998, Huntsberger et al. 
2000]. Potential tasks include explosive 
ordinance removal, de-mining and hazardous 
waste handling, exploration/development of 
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space, environment restoration, and construction 
[Baumgartner et al. 1998, Huntsberger et al. 
2001]. For instance, space and planetary robotic 
missions will require robot scouts to lead the way, 
by exploring, mapping, seeking or extracting soil 
and rock samples and eventually constructing 
facilities in complex terrains. Multiple 
cooperating robots will be required to set up 
surface facilities in challenging terrain for in-situ 
measurements, communications, and to pave the 
way for human exploration of planetary surfaces. 
This will require the handling of relatively large 
objects, such as deploying of solar panels and 
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sensor arrays, anchoring of deployed structures, 
movement of rocks, and clearing of terrain. 
Figure 1 shows an example of a representative 
system for such task. 
 

 
Figure 1: Representative physical system. 
 

The use of robot teams working 
cooperatively to acquire and share data has been 
proposed to succeed in those missions 
[Huntsberger et al. 2001, Pirjanian et al. 2001, 
Schenker et al. 2001, Sujan et al. 2002, Trebi-
Ollennu et al. 2002]. The control of such 
systems typically requires models of the 
environment and task. In unstructured field 
environments it is often not possible to have 
such a-priori models. In such cases, the robot 
needs to construct these from sensory 
information, usually from vision systems. A 
number of problems can make this non-trivial. 
These include the uncertainty of the task in the 
environment, location and orientation 
uncertainty in the individual robots, and 
occlusions, e.g. due to obstacles, work piece, or 
other robots. If the systems are equipped with 
vision sensors mounted at a manipulator end-
effector (eye-in-hand systems), intelligent 
planning of the sensor motion can alleviate 
problems of the occlusions, providing an 
accurate geometrical model of the task and 
environment. If the system consists of more than 
one robot, planning the behavior of these multi-
information sharing systems can further improve 
the system performance. In addition, to date 
planetary robots missions have been limited to 
moving over rather benign terrain [Schenker 
1998]. These systems are not capable of 
exploring highly irregular terrain such as cliff 
surfaces that are potentially geologically rich 
and hence very interesting for planetary science 

[Baumgartner 1998, Huntsberger 2000]. To 
succeed, robot teams working cooperatively to 
acquire and share data have been proposed 
[Pirjanian 2001, Schenker 2001, Sujan 2002, 
Trebi-Ollennu 2002, Huntsberger 2001]. 

Another important application of autonomous 
mobile systems is personal service robots. As the 
autonomy of personal service robotic systems 
increases so has their need to interact with their 
environment. For many applications it is not 
usually practical to provide robots in advance with 
valid geometric models of their environment. The 
robot will need to create these models by moving 
around and sensing the environment, while 
minimizing the complexity of the required sensing 
hardware. 

Significant advances have been made in the 
area of personal mobile robots from the mid 90’s 
to today. More notable but not limited to are 
[Austin et al., 2002; Bischoff, 2000; Borenstein et 
al., 1990; Burgard et al., 1998; Colgate et al., 
1996; Dario et al., 1997; Dubowsky et al., 2000; 
Engelberger, 1989; Evans, 1994; Glüer et al., 
2000; Graf et al., 2000; Haegele et al., 2001; Han 
et al., 2002; Jung et al., 1997; Kawamura et al., 
1996; Khatib, 1999; Lawitzky, 2000; Marrone et 
al., 2001; Pettinaro et al., 2002; Schaeffer et al., 
1999; Thrun, 1998; Thrun et al., 1999; Ulrich et 
al., 1997; Wellman et al., 1994; Wong et al., 
2000]. In recent years, mobile service robots have 
been introduced into various non-industrial 
application areas such as entertainment, building 
services, and hospitals. They are relieving humans 
of tedious work with the prospect of 24-hour 
availability, fast task execution, and cost-
effectiveness. The market for medical robots, 
underwater robots, surveillance robots, demolition 
robots, cleaning robots and many other types of 
robots for carrying out a multitude of services has 
grown significantly. In 2001 a total of at least 
750,000 robotic units were in use worldwide, of 
which 389,000 robot units were in Japan, 198,000 
in the European Union, 90,000 in North America 
and 4,500 in South America. In Europe, Germany 
led with 91,000 robot units, followed by Italy with 
39,000, France with 21,000 and the United 
Kingdom with 12,000. In South America, Brazil 
led with approximately 90% of the installed units. 
It is projected that in 2004 some 975,000 systems 
worldwide will be in use, of which 447,000 will 
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be in Japan, 306,000 in the European Union and 
116,000 in North America [World Robotics, 
2001]. Although most of these numbers relate to 
industrial manipulators, the sales of mobile 
robots are projected to exceed the sales of 
factory floor robots by a factor of four, 
exceeding US$2 billion [Lavery, 1996]. And 
unlike the factory floor robot market, the 
sources for the vast majority of these machines 
could be U.S. companies. 

Service robots for personal and private use 
are mainly found in the areas of domestic 
(household) robots, which include vacuum 
cleaning and lawn-mowing robots, and 
entertainment robots, including toy and hobby 
robots. If the technology for personal service 
robots provides what it has promised, at a 
competitive price, and if there is a sufficient 
degree of consumer acceptance, then this can be 
a very large market. 

Due to increased computational 
performance, algorithm complexity has grown 
thus providing increased system capability 
[Austin et al., 2002; Bischoff, 2000; Borenstein 
et al., 1990; Glüer et al., 2000; Khatib, 1999; 
Lawitzky, 2000; Wellman et al., 1994; Wong et 
al., 2000]. This growth in algorithm complexity 
has been in conjunction with growth in hardware 
complexity [Bischoff, 2000; Dario et al., 1997; 
Dubowsky et al., 2000; Kawamura et al., 1996; 
Schaeffer et al., 1999; Ulrich et al., 1997]. 
However, the high costs associated with 
hardware complexity are a discouraging factor. 
This economic drive has been seen in the last 
decade, where the performance of industrial and 
personal robots has radically increased while 
prices have fallen. A robot sold in 2000 would 
have cost less than a fifth of what a robot with 
the same performance would have cost in 1990 
[World Robotics, 2001]. Although hardware 
costs have declined with respect to their 
sophistication, this economic trend will still 
require the replacement of complex hardware 
architectures by more intelligent and cost-
effective systems. Of particular interest here are 
the environment sensing abilities of the robot. 
As the autonomy of these service robotic 
systems increases, so has their need to interact 
with their environment. The most basic 
interaction a robotic agent may have with its 

environment is to sense and navigate through it. 
Thus algorithms must be developed to facilitate 
this behavior. 
 

Environment mapping by mobile robots falls 
into the category of Simultaneous Localization 
and Mapping (SLAM). In SLAM a robot is 
localizing itself as it maps the environment. 
Researchers have addressed this problem for well-
structured (indoor) environments and have 
obtained important results [Anousaki et al. 1999, 
Burschka et al. 1997, Castellanos et al. 1998, 
Choset et al. 2001, Kruse et al. 1996, Thrun et al. 
2000, Tomatis et al. 2001, Victorino et al. 2000, 
Yamauchi et al. 1998]. These algorithms have 
been implemented for several different sensing 
methods, such as camera vision systems 
[Castellanos et al. 1998, Hager et al. 1997, Park et 
al. 1999], laser range sensors [Tomatis et al. 
2001, Yamauchi et al. 1998], and ultrasonic 
sensors [Anousaki et al. 1999, Choset et al. 2001]. 
Sensor movement/placement is usually done 
sequentially (raster scan type approach), by 
following topological graphs or using a variety of 
greedy algorithms that explore regions only on the 
extreme edges of the known environment 
[Anousaki et al. 1999, Choset et al. 2001, 
Rekleitis et al. 2000, Victorino et al. 2000, 
Yamauchi et al. 1998]. Geometric descriptions of 
the environment are modeled in several ways, 
including generalized cones, graph models and 
Voronoi diagrams, occupancy grid models, 
segment models, vertex models, convex polygon 
models [Choset et al. 2001]. The focus of these 
works is accurate mapping. They do not address 
mapping efficiency. Researchers have addressed 
mapping efficiency to a limited amount [Kruse et 
al. 1996]. However, sensing and motion 
uncertainties are not accounted for. They also 
generally assume that the environment is 
effectively flat (e.g. the floor of an office or a 
corridor) and readily traversable (i.e. obstacles 
always have a route around them) [Anousaki et al. 
1999, Choset et al. 2001, Thrun et al. 2000, 
Yamauchi et al. 1998] and have not been applied 
to robot teams working in rough planetary 
environments. Also, prior work has not addressed 
optimizing the communication between agents for 
both multi-agent planning and cooperative map-
building. 
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To achieve the localization function, 
landmarks and their relative motions are 
monitored with respect to the vision systems. 
Several localization schemes have been 
implemented, including topological methods 
such as generalized Voronoi graphs and global 
topological maps [Choset et al. 2001, Tomatis et 
al. 2001, Victorino et al. 2000], extended 
Kalman filters [Anousaki et al. 1999, Park et al. 
1999], and robust averages [Park et al. 1999]. 
Although novel natural landmark selection 
methods have been proposed [Hager et al. 1997, 
Simhon et al. 1998, Yeh et al. 1995], most 
SLAM architectures rely on identifying 
landmarks as corners or edges in the 
environment [Anousaki et al. 1999, Castellanos 
et al. 1998, Choset et al. 2001, Victorino et al. 
2000]. This often limits the algorithms to 
structured indoor-type environments. Others 
have used human intervention to identify 
landmarks [Thrun et al. 2000]. 

Some studies have considered cooperative 
robot mapping of the environment [Jennings et 
al. 1999, Rekleitis et al. 2000, Thrun et al. 
2000]. Novel methods of 
establishing/identifying landmarks and dealing 
with cyclic environments have been introduced 
for indoor environments [Jennings et al. 1999, 
Thrun et al. 2000]. In some cases, observing 
robot team members as references to develop 
accurate maps is required [Rekleitis et al. 2000]. 
While the work done in this field has had 
significant impact on robot control architectures, 
these results largely do not address the problem 
of cooperative sensing in the context of mobile 
robots in unknown, unstructured environments. 
The methods developed to date generally rely on 
assumptions that include: simple well-known 
terrains; accurate knowledge of the 
environment; little or no task uncertainty; 
sufficient sensing capability and sufficient 
communication capabilities. For real field 
environments, these assumptions are often not 
valid. In general, current research has not solved 
the problem of controlling multiple mobile 
robots performing cooperative tasks in unknown 
environments, where uncertainty, limited 
sensing capabilities, and incomplete physical 
models of the system(s)/environment dominate 
the problem. 

This work presents a cooperative multi-agent 
algorithm for the visual exploration of an 
unknown environment. The basic approach to the 
algorithm is given in Figure 2 [Sujan et al. 2002, 
Sujan et al. 2003]. This algorithm fuses sensory 
information from one or multiple agents using 
physical sensor models, robot models, and 
environment maps to yield geometrically 
consistent surrogate information in lieu of missing 
data due to the environment, task, robot and 
sensor uncertainties. The multiple agents can have 
different shapes and kinematic constraints, as long 
as their models are known. The algorithm falls 
into the general category of SLAM. The mapping 
and localization process is as follows. First, each 
agent efficiently repositions its sensors using an 
information theoretic approach, in order to 
optimally fill in uncertain/unknown regions of the 
environment map, based on maximizing the 
expected new information obtained to yield a 
geometrically consistent environment map while 
minimizing the motions of the robots over the 
hazardous surfaces. Next, each agent fuses the 
data to its known environment model by 
localizing itself with respect to a global fixed 
reference frame. Finally, each agent shares its 
known environment map with its team, which is 
then integrated by the other agents into their own 
environment maps. The information is then used 
by the control and planning architecture to plan 
further movements of the sensors for each agent. 
A common environment map is built by fusing the 
data available from the individual robots, 
providing improved accuracy and knowledge of 
regions not visible by all robots. Thus, the 
experiences (measurements) of each robot can 
become a part of the collective experience of the 
multi-agent team. The algorithm is unique in 
using the quantity of information of the 
environment that it currently has, predicting high 
information-yielding viewpoints from which to 
continue exploring the environment. This results 
in a significantly more efficient exploration 
process. This algorithm is directly applicable to a 
team of robots as it is to a single explorer. This 
generality also extends to data representation 
formats (e.g. 2-D, 2.5-D and 3-D representations). 
This is achieved through a unique information 
representation, sharing and fusion architecture. 
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Figure 2: An architecture for multi-robot cooperative 
sensing. 
 

The algorithm is applied in this study to a 
team of four robots to cooperatively explore a 
cliff surface. Figure 3 shows schematically four 
cooperative robots working in an unstructured 
field environment to lower one robot down a 
cliff face that is not accessible by a single robot 
alone. One robot (Cliff-bot) is lowered down a 
cliff face on tethers. Two robots (Anchorbots) 
act as anchor points for the tethers. A fourth 
robot, RECON-bot (REmote Cliff Observer and 
Navigator) provides mobile sensing. All the 
robots are equipped with a limited sensor suite, 
computational power and communication 
bandwidths. The Cliff-bot, usually the lightest 
system, may be equipped with primarily a 
science sensor suite, and limited sensors for 
navigation. The RECON-bot serves to observe 
the environment to be traversed by the Cliff-bot 
and communicates the data relevant for 
navigation to the Cliff-bot. The RECON-bot has 
an independently mobile camera and other 
onboard sensors to map and observe the 
environment. Rocks, outcroppings and other 
robots limit sensing and sensor placement, 
resulting in uncertainties and occlusions (see 
Figure 4). There is significant uncertainty in the 
robots’ locations and poses with respect to the 
environment. Due to these limitations and 
uncertainties it is difficult or impossible for all 
robots to independently measure the 
environment to control the system, therefore the 
need of an algorithm that includes sensor fusion. 
In this application, the RECON-bot agent is the 
JPL Sample Return Rover (SRR), which 
optimally surveys the cliff surface and transmits 
the information to other agents. Experimental 
results compare the proposed architecture to 

conventional raster (or sequential) sensing 
schemes. 
 

RECON bot Anchorbot

Anchorbot

Cliffbot

 
 

Figure 3: Schematic for a cooperative robot cliff descent. 
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Figure 4: Sensing limitations due to occlusions. 
 

The algorithm used in the cliff exploration 
task assumes 3-D environment sensing by stereo 
camera pairs [Sujan, 2002; Sujan et al., 2002]. 
The onboard sensors include stereo vision systems 
mounted on independently mobile arms, active 
mobility of the base, inclinometers, and 
directional sensors. However, this method proved 
to be computationally expensive for most 
applications and onboard resources. Thus the 
algorithm is modified by reducing the sensed data 
set from 3-D to 2.5-D, i.e., from (x, y, z) data 
points to (x, y, h) where h is the elevation. Thus, 
instead of a true 3-D environment map, the 
algorithm develops an elevation map 
[Hunstberger et al., 2003; Schenker et al., 2003; 
Sujan et al., 2004]. Applications for both mapping 
methods include rough terrain modeling for 
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planetary exploration, cooperative task 
execution, and others. The algorithms are 
described next. 

 
2. DESCRIPTION OF THE 3-D AND 2.5-D 
MAPPING ALGORITHMS 
 

The SLAM algorithm here proposed may be 
broken down as follows. First, the vision sensors 
cooperatively scan the region around a target, 
generating a local 3D geometric model. This 
allows the robots to locate themselves and the 
obstacles in the target reference frame. Next, 
these models are used to find optimum 
environment viewing poses for the multiple 
vision systems [Sujan et al. 2002]. The process 
is initialized by visually finding the target and 
robots in a common reference frame. Then, a 
new pose is found for each of the sensors by 
defining and optimizing a rating function (RF) 
over the possible sensor positions, subject to 
kinematic constraints of the sensor placement 
mechanisms for the individual robots. This 
rating function aims to acquire as much new 
information about the environment as possible 
with every sensing cycle, while maintaining or 
improving the map accuracy, and minimizing 
the exploration time. The process is constrained 
by selecting goal points that are not occluded 
and that can be reached by a collision-free 
traversable path.  

The sensors then move to their new poses and 
acquire 3D data. Based on the sensor mount 
kinematics, the motion of the sensor is known. 
However, small motions of the robot base (due 
to suspension compliance) and errors in sensor 
mounts lead to additional uncertainties. These 
are accounted for by measuring common 
features during the vision sensor motion. 
Finally, the new data and its associated 
uncertainty are fused with the current 
environment map, resulting in an updated 
probabilistic environment map, which may then 
be shared with the other sensing agents. In 
general, for each sensing agent the algorithm 
consists of four steps, described as follows (see 
Figure 5). 

 

Start

Initialize robot system

Select new vision system configuration 
for robot based on information, distance to goal, 
and improvement to map accuracy

End criteria:
Is expanse and resolution sufficient

for task requirements?

Move system into desired state
and Rectify true motion

N

Y

Stop

Transmit data to team

Acquire and merge new data
(a) stereo map
(b) uncertainty evaluation

Parameterize critical terrain features

Step 1

Step 2

Step 3

Step 4

 
Figure 5: Outline of model building and placement 
algorithm. 
 

2.1. Step 1: System Initialization  
 

Here the environment map is initialized, the 
robots are localized, and a first map is generated. 
The environment may be mapped using several 
different representations. In this version of the 
algorithm, both 2.5-D elevation maps and 3-D 
occupancy grid maps are addressed. In 2.5-D 
elevation maps, the map is a plane of grid cells 
where each grid cell value represents the average 
elevation of the environment at that cell location. 
Uncertainty in elevation is also maintained with 
each grid cell. In 3-D occupancy grid maps, the 
map is modeled as a probabilistic discretized 
occupancy 3-D grid. Every voxel in the 3-D grid 
has a value for probability-of-occupancy that 
ranges from 0 (empty) to 1 (occupied). A value of 
0.5 indicates maximum uncertainty in occupancy 
of the voxel. Each representation has its 
advantages, as follows. The 2.5-D elevation maps 
are particularly useful for terrain profiling where 
there are little or no terrain overhangs. On the 
other hand, the 3-D occupancy grid maps are 
more useful in areas that do have a large number 
of significant overhangs, such as caves, rooms, 
etc, since 2.5-D maps only provide one data point, 
the elevation, for each planar grid cell. 

The map is built in a fixed reference frame 
defined by a well-known landmark measurable by 
all the sensing agents. All robots contributing to 
or requiring use of the map are localized with 
respect to the initial map. For the cliff exploration 
team, the RECON-bot contributes to and uses the 
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environment map, while the Cliff-bot only uses 
the environment map. Localization may be 
achieved by either: 

(a) absolute localization, achieved by 
mapping a common environment landmark that 
is visible by all robots; or  

(b) relative localization, done by mapping 
fiducials on all robots by other robot team 
members where one robot is selected as the 
origin. 

Relative localization is used in the Cliff-bot 
application, with the RECON-bot localizing the 
Cliff-bot with respect to itself (the origin, see 
Figure 6). Then, each agent initially senses the 
environment. Absolute localization is also 
studied in this work, see Section 4.2. Other 
methods can be used for either absolute or 
relative localization [Yamauchi et al. 1998]. 
Searching for the target (which forms the 
absolute origin) by moving the robot sensors can 
be done in many ways, such as exhaustive raster 
scanning, random walking, tracking “space 
filling curves”, and model-based image 
understanding methods [Tarabanis et al. 1995]. 
In this study, sensor positioning for target 
searching is done in the same way as sensor 
positioning for environment model building 
(described in Step 3, Section 2.3). The absolute 
origin target is located by matching the known 
target element geometric CAD model with 
visual data [Lara et al. 1998]. At this stage, the 
environment model is considered empty, i.e. no 
points are known. The first stereo range map 
(including the common target and all objects 
within the field of view) is taken by each agent. 
It is assumed that only the geometry of the task 
elements - such as parts of a solar panel that is to 
be assembled [Huntsberger et al. 2001] - are 
well known. Obstacles and robot positions are 
unknown. 
 

X

Y

Z   

X

Y
 

Orthographic view                                     Top view 
 

Figure 6: Initial environment map coordinate frame. 

2.2. Step 2: Critical Terrain Feature 
Identification 
 

In some applications, certain regions of the 
terrain may be critical, requiring early 
identification, mapping and monitoring as the 
environment model grows [Huntsberger et al. 
2003, Schenker 2001, Sujan et al. 2003]. An 
example is determining regions of safe travel for 
the sensing agents. For this process, the 
incomplete environment model is temporarily 
completed by a Markovian approximation for 
unknown environment grid point values. In the 
cliff exploration application, identification of the 
cliff edge by the RECON-bot is critical. The edge 
is parameterized by the edge of a best-fit non-
convex polygon of the local terrain. This permits 
the RECON-bot to move along the cliff edge 
without falling over it. In cliff edge 
parameterization, the surface currently in contact 
with the RECON-bot is identified in the 
environment model. This surface is then 
approximated by a best-fit polygon. The tolerance 
of the fit is limited by the known rover wheel 
diameter i.e. fit tolerance equal to the wheel 
characteristic length divided by the length per 
pixel. For this process the incomplete 
environment model is temporarily completed by a 
Markovian approximation for unknown grid cells. 
For all unknown points a worst case initial guess 
is assumed. This value is the lowest elevation 
value currently in the known model. A nearest 
measured neighbor average is performed and 
iterated till convergence. An example of this is 
shown in Figure 7. 

 
Sample 1: Sinusoidal surface with random unknown cells 
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Measured

Not measured

 
Sample 2: Step surface with half unknown cells 

 
Figure 7. Markovian interpolation of unknown 
regions. 

 

Using the Markovian approximation of the 
environment, the current rover contact surface 
(called the plateau) is first identified. This is 
achieved by setting a height threshold bound to 
the environment model and projecting the 
resulting data set onto the XY plane. This is 
followed by a region growing operation around 
the current known rover coordinates. Next, the 
binary image is smoothed by an image closing 
operation (dilation + erosion). Plateau edge 
pixels are easily identified at this stage. 
However, to remove small holes in the plateau, 
an edge following operation is performed. At 
this stage there is a single closed loop of 
boundary pixels. Finally, this set of points is 
parameterized by a closed polygon. This is 
initiated by fitting the full set of boundary pixels 
to a straight line. For any given sub set of 
boundary pixels that is currently fit to a line, if 
the error bound on this fit exceeds the prescribed 
tolerance, then the pixel set is divided into two, 
and the process is repeated. However, before 
error bound evaluation, line segments fit to each 
sub set of boundary pixels are joined to form a 
closed polygon. The cliff edge parameterization 
algorithm is outlined in Figure 8. 

 

Start

Threshold Z data using offset from data frame to wheel frame
obtain points corresponding to potential rover plateau   

Select cliff edge (plateau boundary) pixels

Single closed loop of boundary pixels
(a) single list of all edge points
(b) nearest neighbor pick within prescribed distance limit

Stop

Best polygon fit (1/3)
(a) select whole edge point set
(b) line best fit

Obtain main rover plateau
(a) obtain rover current location (Xr, Yr)
(b) region growing applied about (Xr, Yr)

Close main plateau
(a) binary dilate
(b) binary erode

Is fit 
tolerance at each edge 

adequate?

Return best fit polygon

Best polygon fit (3/3)
(a) binary divide point set with poor tolerance
(b) line best fit for both sub point sets
(c) sort line segs. based on associated edge point set
(d) connect line segs. end points 

Best polygon fit (2/3)
(a) RMS evaluate each line segment

 
Figure 8. Cliff edge parameterization algorithm flow 
diagram. 

 

An example of the process is shown in Figure 
9 on a simulated Mars-type environment based on 
Viking I/II Mars lander rock distribution statistics. 

 

Rover location

 
Original elevation map 

 
Thresholded map 
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Region grown map 

 

 
Binary closure operation 

 

 
Boundary pixels identified 

 

 
Boundary pixels closed loop 

 
Polygon fit 

Fit tolerance = 10cm / 2cm per pixel  
Mean tolerance = 2.6 pixels 
Max. tolerance = 4.99 pixels 

 

 
Polygon fit 

Fit tolerance = 10 cm / 1cm per pixel 
Mean tolerance = 4.8 pixels 

      Max. tolerance = 9.65 pixels 

 
Figure 9: Example of cliff edge parameterization. 

 
2.3. Step 3: Optimum Pose Selection for 
Information Gathering 

 

A rating function is used to determine the next 
location (position and orientation) of the sensing 
agent from which to explore the unknown 
environment. The objective is to acquire as much 
new information about the environment as 
possible with every sensing cycle, while 
maintaining or improving the map accuracy, 
hence minimizing the exploration time. The 
process is constrained by selecting goal points that 
are not occluded and that can be reached by a 
collision-free feasible path. 

In this work the sensors are CCD stereo 
cameras. The new information (NI) is equal to the 
expected information of the unknown/partially 
known region viewed from the sensor pose under 
consideration. This is based on the known 
obstacles from the current environment map, the 
field of view of the sensor and a framework for 
quantifying information. Shannon (1948) showed 
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that the information gained by observing a 
specific event among an ensemble of possible 
events may be described by the following 
function:  

  



n

k
kkn qqqqqH

1
221 log,...,,    (1) 

Where qk represents the probability of 
occurrence for the kth event. This definition of 
information may also be interpreted as the 
minimum number of states (bits) needed to fully 
describe a piece of data. Shannon’s emphasis 
was in describing the information content of 1-D 
signals. In 2-D the gray level histogram of an 
ergodic image can be used to define a 
probability distribution: 

 
qi = ni / N  for  i = 1, ..., n  (2) 

 
Where ni is the number of pixels in the image 

with gray level i, N is the total number of pixels 
in the image, and n is the number of possible 
gray levels. With this definition, the information 
of an image for which all the qi are the same - 
corresponding to a uniform gray level 
distribution or maximum contrast - is a 
maximum. The less uniform the histogram, the 
lower the information. Although this is generally 
true, it is critical to note that images with 
ordered patterns may result in the same 
information content as one with no order. For 
example, a uniform histogram may be mapped 
to two very different images, such as a random 
arrangement of intensity values and a (uniform) 
smooth color gradient. Intuitively, the former 
would be expected to contain more information, 
but using Equations (1) and (2), they result in 
the same value. This anomaly exists for both the 
2.5-D and 3-D models. However, this is readily 
rectified using conventional lossless image 
compression algorithms, defined below. Thus, 
before the information content of a data set can 
be evaluated, it must be processed by a 
compression algorithm. 

A compression program is used to convert 
data from an easy-to-use format to one 
optimized for compactness. Likewise, an 
uncompression program returns the information 
to its original form. Only compression is 
addressed here since just a measure on the 
information present after compression is 

required, with no needs for decompression of the 
data. Decompression techniques can be inferred 
from the compression methods. Refer to [Smith 
1999] for complete descriptions. 

There are many different forms of 
compression, classified in various ways. One way 
to classify the compression techniques is lossless 
vs. lossy. A lossless technique means that the 
restored data file is identical to the original. This 
is absolutely necessary for many types of data, for 
example: executable code, word-processing files, 
tabulated numbers, etc. In comparison, data files 
that represent images and other required signals 
do not have to be kept in perfect condition for 
storage or transmission. All real world 
measurements inherently contain a certain amount 
of noise. If the changes made to these signals 
resemble a small amount of additional noise, no 
harm is done. Compression techniques that allow 
this type of degradation are called lossy. This 
distinction is important since lossy techniques are 
much more effective at compression than lossless 
methods. The higher the compression ratio, the 
more noise added to the data. A few common 
methods of lossless compression are Simple Run-
length compression, Lossless JPEG, Huffman 
coding, and Lempel-Ziv-Welch (LZW) 
compression. An ideal compression algorithm 
would remove all traces of any pattern in the data. 
Such an algorithm currently does not exist, 
however the LZW compression algorithm is well 
recognized to approach this limit. A thorough 
review is beyond the scope of this work, but it can 
be found in [Smith 1999]. Limited studies on 
several of the above methods have been carried 
out and results are presented in Section 4.1. 

This concept of information content may now 
be extended to both 2.5-D environment elevation 
maps as well as 3-D environment occupancy grid 
maps. The process is constrained by selecting goal 
points that are not occluded and that can be 
reached by a collision free traversable path. 

 
2.3.1. Extension to 2.5-D Environment Elevation 
Map 

 

In this sub-section, the above idea is extended 
to a 2.5-D signal such as an environment elevation 
map. In 2.5-D elevation maps, the map is a plane 
of grid cells where each grid cell value represents 
the average elevation of the environment at that 
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cell location. Uncertainty in elevation is also 
maintained with each grid cell. The new 
information (NI) content for a given sensor 
(camera) view pose is given by 

 

 p y

max i
grid grid

x,y,z,θ ,θ max
i grid

n n
H cam *

n


  

i i i i
V V V V

2 2

P P P P
log 1 log 1

2 2 2 2

             
      

 (3) 

 
Where H is an information measure summed 

over all grid cells, i, visible from camera pose 
camx,y,z,p,y; i

gridn is the number of environment 

points measured and mapped to cell i; max
gridn is the 

maximum allowable mappings to cell i; and i
VP  

is the probability of visibility of cell i from the 
camera test pose. Note in Equation (3) that when 
the number of environment points measured and 
mapped to cell i reaches the maximum allowable 
mappings, its contribution to the new 
information content is zero, as expected. 
Locations where the elevation is greater than the 
local average elevation (+2) are considered as 
unoccupied and form candidate test poses for the 
vision system, since these locations are least 
likely to be obstructed. 

A single range observation of a point ( x ) is 
modeled as a 3-D Gaussian probability 
distribution centered at x , based on two 
important observations. First, the use of the 
mean and covariance of a probability 
distribution function is a reasonable form to 
model sensor data and it is a second order linear 
approximation [Smith et al. 1986]. This linear 
approximation corresponds to the use of a 
Gaussian (having all higher moments of zero). 
Second, from the central limit theorem, the sum 
of a number of independent variables has a 
Gaussian distribution regardless of their 
individual distributions. The standard deviations 
along the three axes of the distribution 
correspond to estimates of the uncertainty in the 
range observation along these axes. These 
standard deviations are a function of intrinsic 
sensor parameters (such as camera lens shape 
accuracy) as well as extrinsic sensor parameters 
(such as the distance to the observed point or 

feature). For most range sensing systems, this 
model can be approximated as [Sujan et al. 2002] 

 
n

z,y,xz,y,x LTS       (4) 

 
Where S is an intrinsic parameter uncertainty 
constant, Tx,y,z is an extrinsic parameter 
uncertainty constant, L is the distance to the 
feature/environment point, and n is a constant 
exponent (typically 2). 

The probability of visibility i
VP  of a target cell 

(x, y) from the camera location is evaluated by 
computing the likelihood of occlusion of a ray 
rayx,y,z using all the elevations of the obstructions, 
Obx,y,z , and the associated uncertainties, x,y,z, at 
cells lying along the ray path shot through each 
target in the environment grid to the camera 
center. From Figure 10, if grid cell i falls within 
the camera field of view, then its average 
elevation, Ptx,y,z (obtained either as an average of 
all measured points mapped to cell i, or as the 
Markovian approximation of its neighborhood if 
no points have currently been mapped to cell i) 
traces a ray to the camera center, Camx,y,z. 
Assuming z as the vertical direction, i

VP  is given 

by the product of the probability of visibility over 
all cells lying under the light ray from the target 
cell (x, y) to the camera location 

 

 
  2

0

sgn *

1
exp 0.5

22
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z z

z z

ray Ob

ray Ob
 (5) 

 
Note that an exact solution for i

VP should be 

given by the volumetric integral about dx, dy and 
dz. However, for computational simplicity only an 
approximation has been applied by considering 
the single dimension, dz. This definition for NI 
has an intuitively correct form. Regions with 
higher visibility and associated higher level of 
unknowns yield a higher expected NI value. 
Higher occlusions or better known regions result 
in lower expected NI values. 
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Figure 10: Ray tracing to determine probability of 
visibility of a grid cell from a given camera 
configuration. 
 
2.3.2. Extension to 3-D Environment 
Occupancy Grid 

 

In 3-D occupancy grid maps, the map is 
modeled as a probabilistic discretized occupancy 
3-D grid. Every voxel in the 3-D grid has a 
value for probability-of-occupancy that ranges 
from 0 (empty) to 1 (occupied). A value of 0.5 
indicates maximum uncertainty in occupancy of 
the voxel. From the probabilistic geometric 
environment model, (x,y,z) locations with 
probability of occupancy smaller than 0.05 (2) 
are considered as unoccupied. Such points form 
candidate configuration space camera pose 
coordinates. In such an instance the scene 
probability distribution for information analysis 
is still given by Equation (2). However, in this 
case N is the maximum number of voxels visible 
by the vision system (limited by the depth of 
field and the field of view), and ni is the number 
of voxels in the scene with gray level i (i = 
1,...,n). The equation is evaluated separately for 
mapped (known) versus unmapped (unknown) 
regions.  

 

 p yx,y,z,θ ,θ 2
1

2
1

H cam log

log

n

k k
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n

k k
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     (6) 

 
The possible gray level values are defined as 

follows. For all unknown/unsampled voxels, an 
occupancy value 

unknown)xp(  may be defined in the 

form of a Markovian chain, i.e., )(xp  of a 
particular voxel is the average value of )(xp  of the 
neighboring voxels. Intuitively, this results in 
unknown regions that are mapped as averages of 
closest known regions. Thus, for all spatial 
voxels, a gray (probabilistic) occupancy value 
between 0 and 1 is found. Next, the values for 

)(xp  are modified as follows: 
 

1 1
0 5

1
stretching:  scaling:

1 1
0 5

1
0 5

2
1

1 0 5
2

voxel

voxel

     p(x) .   
p(x) d

 p (x)   p (x)

        p(x) .  
p(x) d

p (x)
                 p(x) .

p (x)
            p(x) .  

      
   


         


 (7) 

 
Where dvoxel is the Euclidean distance of the 

voxel from the camera coordinate frame. This 
process causes regions with probability densities 
closer to 0 or 1 (regions of most certainty) or 
regions too distant from the camera (high dvoxel) to 
have a reduced effect on the new information 
expected. Regions that have a probability density 
closer to 0.5 (regions of least certainty of 
occupancy) are “stretched out” in the scene 
probability distribution, thus increasing the new 
expected information associated with those 
regions. A uniform discretization of this range of 
the range of scaled )(xp   values may be 
performed. In this case, qk is defined as the 
probability distribution of the histogram of the 

)(xp   values. With these definitions, qk is 
evaluated and the results applied to Equation (6), 
resulting in a metric for new information (NI). 
Alternatively, a possibly better choice is a 
uniform discretization of )(xp , namely pk with k = 
1, ..., n, defining qk as the ratio between the 
number of voxels in the scene with )(xp  in the pk 
interval and the maximum number of visible 
voxels. To increase the contribution of regions 
with higher occupancy uncertainty to the 
information metric, the term 

kk qq 2log of Equation 

(6) is premultiplied by 
    kkkk pppp  1log1log 22

, reflecting the 

greater expected information available in such 
regions, resulting in 
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Therefore, voxels with )(xp  close to zero or 

one will result in less expected information in 
the modified expression above, due to their 
greater level of certainty. The definitions for NI 
shown in Equations (3), (6) and (8), do behave 
in an intuitively correct form. For example, for a 
given sensor pose, if the field of view is 
occluded then NI decreases. If every point in the 
field of view is known to be empty, then NI is 
equal to zero. NI increases as the number of 
unknowns in the field of view increases. Further, 
the new expected information also increases in 
the presence of regions that are known with 
median probabilistic values, i.e., values that 
indicate with least amount of certainty whether a 
voxel is occupied or not. On the other hand, 
regions with high probabilistic values for 
occupancy result in reduced associated 
information. 
 
2.3.3. Compensating for Poor Data Quality 

 

During the mapping process, some regions 
that are expected to be visible may not be, 
because of sensor characteristics (e.g. lack of 
stereo correspondence due to poor textures or 
lighting conditions), and inaccuracies in the data 
model (e.g. expected neighboring cell elevations 
and uncertainties/occlusions), resulting in an 
unsuccessful measurement for that specific cell.  
However, after repeated unsuccessful 
measurements of cells expected to be visible, it 
becomes more likely that sensor characteristics 
are the limitation. In this case, it may be 
impossible to improve the measurements only 
by increasing their number. Therefore, instead 
of dedicating too much time trying to 
unsuccessfully measure those cells, the robot 
should lose interest in them and try to explore 
other areas. This is represented as a data quality 
function that reduces as the number of 
unsuccessful measurements of the visible grid 
cell increases. The information metric associated 
with such regions is pre-multiplied by an 

“interest function”, IF, for the grid cell i given at 
the kth unsuccessful measurement by 

 

1k
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k
i

0
i
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1

IF

1IF





i
VβPe

    (9) 

 
where  is a scaling constant determined 
empirically, with larger values resulting in faster 
decrease of IF. Note that occluded regions do not 
translate to low data quality regions, because cells 
with low i

VP  resulting in an unsuccessful 

measurement are not as severly penalized as cells 
with high i

VP . This permits future “interest” in 

such regions that may be explored later from 
another view location. 
 
2.3.4. Data Fusion 
 

The next step in environment map building is 
to fuse the newly acquired data by each agent with 
the environment model currently available to that 
agent. At any time, the sensors on each mobile 
robot can only observe a small part of their 
environment. However, measurements obtained 
from multiple view-points can provide reduced 
uncertainty, improved accuracy, and increased 
tolerance in estimating the location of observed 
objects [Smith et al. 1986]. To fuse multiple range 
measurements of a feature by sensors, a statistical 
model of sensor uncertainty is employed (see 
Figure 11). Current and previous range sensor 
measurements and their uncertainty models can be 
integrated to give an updated probabilistic 
geometric model of the environment. 

 

Probabilistic
Geometrical 

World
Map

Sensor Measurements

Sensor Uncertainty 
Model

Previous 3-D 
Measurements &

Uncertainty

Updated world model  
Figure 11: Data fusion with sensor uncertainty. 

 
Each agent only fuses its own newly acquired 

data to the environment map stored in its memory. 
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Thus, as the environment map develops on an 
individual agent level, it needs to be shared and 
integrated among the team to keep each agent 
updated. Optimal map sharing protocols for 
multi agent systems is currently work in 
progress, i.e. decentralized protocols instructing 
the team members when and how to share their 
individual environment maps. However, once an 
agent shares its map, the other agents fuse this 
shared map into their own environment maps 
using the same method to fuse directly measured 
data, as described below. 

Since the environment model has been 
developed in a fixed frame (see Step 1), all 
agents contributing to the environment map 
require identification of their vision system 
motion with respect to the fixed coordinate 
frame, i.e., the agents require global localization. 
This compensation process during the 
coordinate transformation reduces robot 
positioning errors, such as sensor motion errors, 
and vehicle suspension motions, and allows for 
accurate data fusion from multiple sources. The 
process for data fusion is as follows. A single 
spatial point in the fixed reference frame, ir , is 
related to the image point (ui, vi) in the sensor 
frame by the 4x4 transformation matrix g01, see 
Figure 12. Spatial points are selected and 
tracked based on a Forstner interest operator and 
a homography transform [Huntsberger 2001]. 

 

g01

Target 
frameCamera base

frame x

y

z

x
y

z
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(u,v)
f

Spatial point

 
Figure 12: Relationship between sensor and target 
frames. 

 
For motion calibration of a sensor, g01 needs 

to be identified: 
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Where R01 is the rotational matrix, X  is the 

translation vector, f is the sensor (camera system) 
focal length, and ki is a scaling constant. For 
computational reasons, it is more convenient to 
treat the nine rotational components of R01 as 
independent, rather than a transcendental relation 
of three independent parameters. Each spatial 
point gives three algebraic equations, but also 
introduces a new variable, ki. This variable is a 
multiplicative constant to extend the ith image 
point vector (u, v, f)i to the ith spatial point in the 
sensor coordinate frame. These ki may be found 
from the disparity pair of the stereo images. For n 
points it is found that 
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This set of linear equations can be readily 

solved using conventional techniques. A least 
mean square error solution is given by 
 

  TT
01 rrrug

1
   (12)  

 
The rotation matrix, R01, and the translation 

vector, X , of the sensor frame with respect to the 
base frame are extracted directly from this 
solution of g01. However, for real measured data 
and associated uncertainty, a larger number of 
spatial points is required to more correctly 
identify the geometric transformation matrix, g01. 
Given the (i+1)st spatial and image point, from the 
above equations, the new estimates of the 
rotational matrix and translational vector, Ri+1 and 
X i+1, can be obtained. A recursive method is used 
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to determine the mean X̂  and covariance C of X  
and R01 based on the previous i measurements as 
follows. 

 
 

  
 

  
1

1

1

1

































i

ˆˆi

i

ˆiˆ

i

ˆˆi

i

ˆiˆ

T

T

m)(l,
1i

m)(l,
1i

m)(l,
1i

m)(l,
1i

m)R(l,
im)R(l,

1i

m)(l,
1i

m)(l,
im)(l,

1i

1i1i1i1i
X
iX

1i

1ii
1i

RRRRC
C

RR
R

XXXXC
C

XX
X

 (13) 

 

This method essentially maintains a measure 
on how certain the sensor motion is with respect 
to its original configuration (assuming the 
original configuration is known very precisely 
with respect to the common reference frame). 
This sensor pose uncertainty must be accounted 
for to obtain an estimate on the position 
uncertainty of a measured point in the 
environment. Let the measurement z be related 
to the state vector (actual point position) x  by a 
non-linear function, h( x ). The measurement 
vector is corrupted by a sensor noise vector v of 
known covariance matrix R, giving 

 

v)xh(z     (14) 
Assume that the measurement of the state 

vector x  is done multiple times. In terms of the 
current measurement, a Jacobian matrix of the 
measurement relationship evaluated at the 
current state estimate is defined as 
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The state (or position) may then be estimated 

as follows: 
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Where Pk and Rk are the covariance of the 

state error and measurement noise after k 
measurements. 

This estimate is known as the Extended 
Kalman Filter [Gelb 1974]. Using this updated 

value for both the measured point x  and the 
absolute uncertainty P, the measured point may 
then be merged with the current environment 
model.  

A method to obtain appropriate spatial points is 
now addressed. Spatial points are a visible set of 
fiducials that are tracked during sensor motion. As 
the sensor moves, the fiducials move relative to 
the sensor, eventually moving out of the sensor 
view. This requires methods to identify and track 
new fiducials. Fiducials are selected from the 
probabilistic environment model based on three 
criteria: the degree of certainty with which a 
sampled point is known, the visual contrast of the 
sampled point with its surroundings, and depth 
contrast of the sampled point with its 
surroundings. These are combined into a single 
fiducial evaluation function (FEF): 

 
        xx HfvuCfPf 321 ,FEF       (17) 

 

where: 
 f1(P(x)) ~ P(x)/r is the fiducial certainty, where 

r is the radius of a sphere centered at the 
potential fiducial within which neighboring 
voxels have descending certainty levels 
(outside this sphere, voxel certainty levels 
increase, and lower values for r suggest that the 
region surrounding a potential fiducial is well 
known, a desirable property); 

 f2(C(u,v)) ~ contrast (C)  window size (w) is 
the fiducial visual contrast, with contrast 
defined as: 

w

w

I

II(x)
v)C(u,


   (18) 

 

where I(x) is the 2D image intensity value of the 
potential fiducial at x, wI is the average intensity 

of a window centered at the potential fiducial in 
the 2D image, and w is the maximum window size 
after which the contrast starts to decrease; and 
 f3(H(x)) ~ H(x)  window size (w) is the 

fiducial depth contrast, where H(x) here is the 
maximum spatial frequency (from a 3D Fourier 
transform) at the potential fiducial within a 
window, and w is the maximum window size 
after which the power spectrum (of the 3D 
Fourier transform) starts shifting to higher 
frequencies (to simplify computation, this may 
be approximated with some heuristics). 
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Additionally, a penalty is added if a potential 
fiducial is too close to other identified fiducials. 
Using the identified fiducials, sensor motion can 
be obtained. Fiducials can be tracked with 
simple methods such as region growing or 
image disparity correspondence. An example of 
this process is shown in Figure 13. The flow 
diagram of visual system motion identification 
is shown in Figure 14. 

Once the sensor motion has been identified 
using spatial mapped and tracked fiducials, the 
newly acquired data may be merged with the 
existing model as follows. Provided two 
observations are drawn from a normal 
distribution, the observations can be merged into 
an improved estimate by multiplying the 
distributions. Since the result of multiplying two 
Gaussian distributions is another Gaussian 
distribution, the operation is symmetric, 
associative, and can be used to combine any 
number of distributions in any order. The 
canonical form of the Gaussian distribution in n 
dimensions depends on the standard deviations, 
x,y,z, a covariance matrix (C) and the mean ( x ) 
[Stroupe 2000, Smith 1986]: 
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Figure 13: Identification and tracking of 6 fiducials 
(□= tracked with previous image, ○= tracked with next 
image). 
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Figure 14: Flowchart for vision system motion 
identification using scene fiducials. 

 

Where the exponent is called the Mahalanobis 
distance. For uncorrelated measured data, it is 
found that = 0. The formulation in Equation 
(19) is in the spatial coordinate frame. However, 
all measurements are made in the sensor 
coordinate frame. This problem is addressed 
through a transformation of parameters from the 
observation frame to the spatial reference frame as 
follows: 
 

 dtransforme )()( T  RCRC     (20) 
 

where R(is the rotation matrix between the 
two coordinate frames. The angle of the resulting 
principal axis can be obtained from the merged 
covariance matrix [Smith 1986, Stroupe 2000]: 
 

  1
merged

 2111 CCCICC  (21) 
 

Where Ci is the covariance matrix associated 
with the ith measurement. Additionally, a 
translation operation is applied to the result from 
Equation (19), to bring the result into the spatial 
reference frame. To contribute to the probabilistic 
occupancy environment model, all measured 
points corresponding to obstacles are merged. 
That is, all measured points falling in a particular 
grid cell contribute to the error analysis associated 
with that voxel.  

Note that adding noisy measurements leads to a 
noisier result. For example, the sensor pose 
uncertainty increases as the number of sensor 
steps increase. With every new step, the current 
uncertainty is merged with the previous 
uncertainty to get an absolute uncertainty in 
sensor pose. However, by merging redundant 
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measurements leads to a result with less noise. 
 
2.3.5. Camera Pose Rating Function 
 

In addition to maximizing information 
acquisition, as done in the previous sub-sections, 
it is also desirable to minimize travel distance 
and maintain/improve the map accuracy, while 
being constrained to move along feasible paths. 
An Euclidean metric in configuration space, 
with individual weights i on each degree of 
freedom of the sensor pose c , is used to define 
the distance moved by the sensor: 
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where ci and ci’ are the components of the 

vectors c and c of the new and current sensor 
poses respectively. Here, i is set to unity. In 
general, this parameter reflects the 
ease/difficulty in moving the vision system in 
the respective axis. Map accuracy is based on 
the accuracy of localization of each sensing 
agent. This may be obtained by adding the 
localization error (LE) of the agent along the 
path to the target. Paths containing more 
promising fiducials for localization result in 
higher utility in determining both the goal 
location and the path to the goal. The new 
information, the travel distance and the net 
improvement of map accuracy are combined 
into a single utility rating function (RF) that may 
be optimized to select the next view pose: 
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where wNI, wd and wLE are scaling constants. 
This rating function can be evaluated and 
optimized to find the next sensor configuration 
from which to make future measurements of the 
environment. Although this choice of rating 
function is somewhat arbitrary, good results 
have been obtained. Additional constraints can 
also be accommodated. The vision system pose 
selection algorithm is outlined in Figure 15. 
Note that the movement of the vision system 

may require motions by the mobile robot (in 
addition to manipulator motions). The flowchart 
in Figure 15 includes a simple path planning 
approach based on the principle of convex hulls 
[Sujan et al. 2002]. 
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Figure 15: Flowchart for vision system pose selection of 
environment mapping algorithm. 
 
2.4. Step 4: Map Distribution 
 

After each agent maps and fuses an 
environment section to the environment map, it 
needs to distribute this updated map among the 
other agents. This is required so that each agent 
may optimally plan its next move and add 
information to the map. Once completed, the 
environment map needs to be distributed to the 
team. For instance, in the cliff exploration task, 
the Cliff-bot, which has limited sensors for 
navigation, depends on the RECON-bot to receive 
information on the acquired map [Huntsberger et 
al. 2001, Huntsberger et al. 2003, Sujan et al. 
2003].  

Due to communication bandwidth limitations, 
such as in the case of NASA/JPL present and 
near-term rovers, an appropriate data transfer 
algorithm needs to be developed. For example, 
during the 1997 Mars Sojourner mission, both the 
lander and rover carried 9600 baud radio modems, 
with an effective data rate of 2400bps [NASA 
1997]. For the 2003 Mars Exploration Rover 
(MER) mission the data transfer rates of MER-to-
Earth is expected to vary from 3Kbps to 12Kbps 
and MER-to-orbiter is expected to stay constant at 
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128Kbps [NASA 2003]. These communication 
limitations may be further exacerbated with 
multiple cooperating agents. Thus successful 
communication requires the reduction of the 
data set into relevant data i.e. only communicate 
data that is necessary for task execution. 

The data reduction algorithm used here 
breaks down the environment map into a 
quadtree of interest regions. This is achieved in 
the 2.5-D model by first reducing the entire 
elevation map with adaptive decimation. This 
removes highly insignificant objects, such as 
small pebbles. The resulting data set is divided 
into four quadrants. The information content of 
each quadrant is evaluated using Equations (1) 
and (2). This information content reflects the 
amount of variation in the terrain quadrant 
(where higher information content signifies 
higher variation in the terrain). Quadrants with 
high information content are further divided into 
sub-quadrants and the evaluation process is 
continued. Once it is determined that a quadrant 
does not require further subdivision, an average 
elevation value of the particular quadrant is used 
for transmission (rather than the elevation of all 
grid cells within that quadrant). This cutoff 
threshold of information is based on a critical 
robot physical parameter (e.g. the wheel 
diameter). This results in a significantly reduced 
data set known as the quadtree of interest 
regions. Conventional lossless compression 
schemes may then be applied to the reduced data 
set to further reduce the number of transmission 
bits. The flow diagram of this process is given in 
Figure 16. 

These 4 steps conclude the 3-D and 2.5-D 
versions of the algorithm. It has been shown 
above that the concept of information content 
can be applied to both 2.5-D environment 
elevation maps as well as 3-D environment 
occupancy grid maps [Sujan, 2002; Sujan et al., 
2002; Sujan et al., 2003]. For 2.5-D and 3-D 
imaging, the new information (NI) is equal to 
the expected information of the 
unknown/partially known region viewed from 
the sensor pose under consideration. This is 
based on the known obstacles from the current 
environment map, the field of view of the 
sensor, and a framework for quantifying 
information. The goal is to find sensor poses that 

yield high amounts of new information. However, 
these 2.5-D and 3-D versions of the algorithm 
require 3-D imaging systems such as stereo 
camera pairs. This is an undesirable hardware 
complexity for low-cost commercial applications 
for service robots in large scale. To address this 
issue, a 2-D version of the algorithm, which only 
requires a limited sensor suite, is presented next. 
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Figure 16: Inter-robot communication flow diagram. 

 
In the next section, experimental results are presented to 

validate the approaches proposed in this work. 
 

3. RESULTS 
 

In this section, simulations and experimental 
results are presented to evaluate the proposed 
methodologies. Section 3.1 evaluates the 3-D 
mapping procedures described in Section 2.3, 
while the 2.5-D version of the algorithm is 
experimentally studied in Section 3.2. 

 
3.1. Simulations on the 3-D Mapping 
Algorithm 

 

The 3-D version of the proposed algorithm is 
evaluated from simulations aimed to develop a 3-
D probabilistic occupancy model using the rating 
function for vision system pose selection 
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described in Section 2.3. Without loss of 
generality, a planar environment is considered in 
the 3-D model simulations. Two simulation 
results are presented: single sensor/robot 
modeling of an unstructured environment, and 
two cooperative sensors/robots modeling of an 
unstructured environment. Five sensor pose 
selection methods are compared:  
(i) random pose selection - the next sensor 

pose is selected randomly within the known 
environment; 

(ii) sequential/raster pose selection - the next 
sensor pose is selected as the next free 
location in the known environment from 
which measurements have not yet been 
made; 

(iii) pose with maximum expected unmapped 
(new) region - the next sensor pose is 
selected as the location with the largest 
expected new region while accounting for 
known occlusions; 

(iv) pose with minimum mapped (old) region 
(also known as the Frontier strategy) - the 
next sensor pose is selected as the location 
that will map the smallest previously 
mapped region; and 

(v) pose with maximum expected information. 
 

The first two methods reflect commonly used 
environment mapping schemes [Burschka et al. 
1997, Castellanos et al. 1998, Choset et al. 
2001, Rekleitis et al. 2000, Victorino et al. 
2000]. The latter three reflect with increased 
complexity the algorithm developed here. The 
rating function (RF) cannot be optimized 
analytically. Furthermore, exhaustive searching 
though the entire n-point configuration space (a 
process that takes O(n) time) is computationally 
very expensive. Here, to reduce the search time, 
a finite set of goal configurations is employed. 
This set of goal configurations may be selected 
in several ways (random, closest to current pose, 
etc.). For m possible configurations, this process 
takes O(m) time, where m often is a constant. 
Thus, while the best goal configuration would 
be the one maximizing RF, any configuration 
with a high value for RF should suffice. Such a 
configuration can be found with reasonable 
effort. 

Figure 17 shows an unknown environment 
(100m  100m) with occlusions (black) to be 

mapped/modeled. It is assumed that all mobile 
mapping sensing agents start at the center of this 
environment. Figures 18-20 show the results of 
exploring this environment with a single robot 
(with a 90 field of view, 15m depth of field). 
Figure 18 shows examples of the area mapped 
using mapping/modeling methods (i) and (v). 
Figure 19 shows the average accumulated motion 
error of the vision system as it explores the 
environment as a function of traveled distance. 
Comparing Figures 19(a) and 19(b), it is seen that 
this error decreases substantially with redundancy 
of fiducials as well as with proximity of the 
fiducials. Figures 20(a) and 20(b) show 
respectively the fraction of the environment 
mapped and the net distance moved by the vision 
system for the five mapping methods, using a 
single mobile vision system. The energy 
consumption by the system is proportional to the 
net distance moved by the vision system. Hence it 
is desirable to have large fraction of the 
environment mapped with small net 
displacements. 
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Figure 17: Unknown planar environment. 
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Figure 18: Mapped area by a single vision system (gray 
= empty space, black = obstacle, white = unknown). 
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Figure 19: Accumulated r.m.s. translation error of 
vision system. 
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Figure 20: Results of single vision system modeling an 
unknown environment. 

 
Note that with random walking you have the 

likelihood of ending up with a solution that is not 
as good as the information theory approach, but it 
is better than conventional methods such as (iii) or 
(iv). The problem with random walk is the huge 
amount of energy spent in moving around and the 
computational load in maintaining position 
information. The maximum expected unmapped 
method and minimum mapped region methods do 
not account for extrapolations on known 
obstacles. Hence although they do consider the 
obstacle that has been mapped, they don't try to 
figure out where the obstacle may exist. 
Additionally, when deciding on amount of world 
mapped, the information theory approach 
accounts for the certainty to which it is known. 
Hence, if certain areas have lower certainty (due 
to distance) these are often remapped with the 
random walk and the maximum information 
methods, but not so with methods (iii) or (iv). The 
max information approach also results in a 
slightly higher distance traveled compared to, e.g., 
the max expected unknowns, however the fraction 
of world viewed is so much higher that this turns 
out to be an advantage. If comparing the ratio 
between fraction of world viewed and distance 
traveled from these figures, the proposed 
approach turns out to be the best and random walk 
the worst based on the obtained results. 

Figures 21-22 show the results of exploring the 
same environment cooperatively using two robots 
(each with 75 field of view, 10m depth of field). 
Figure 21 shows examples of the area mapped 
using mapping/modeling methods (i) and (v). 
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Figure 22 shows the fraction of the environment 
mapped in Figure 17 and the net distance moved 
by the vision system for the five mapping 
methods, using the two cooperating mobile 
vision systems. These results show the 
effectiveness of the information theoretic 
approach to vision system pose selection in 
environment modeling.  
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Figure 21. Mapped area by two cooperating vision 
systems (gray = empty space, black = obstacle, white = 
unknown). 
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Figure 22: Results for two vision systems modeling an 
unknown environment. 
 

3.2. Experiments on the 2.5-D Mapping 
Algorithm 

 

In this section, the 2.5-D version of the 
presented algorithm is applied to the cooperative 
exploration of cliff surfaces by a team of four 
robots. The JPL Sample Return Rover (SRR) 
serves as the RECON-bot for this application. The 
SRR is a four-wheeled mobile robot with 
independently steered wheels and independently 
controlled shoulder joints. It carries a stereo pair 
of cameras mounted on a three DOF articulated 
manipulator. The SRR is equipped with a 266 
MHz PC-104 computer platform, operating with 
VX-Works. Five mapping techniques, including 
the one developed above, are implemented: 
 Method 1: Raster scanning without yaw; 
 Method 2: Raster scanning with yaw; 
 Method 3: Information-based environment 

mapping with cliff edge assumed to be a 
straight line segment; 

 Method 4: Information-based environment 
mapping with cliff edge approximated as a 
non-convex polygon; 

 Method 5: Information-based environment 
mapping with interest function and cliff edge 
approximated as a non-convex polygon. 
The first two methods reflect commonly used 

environment mapping schemes [Asada 1990, 
Burschka 1997, Castellanos 1998, Choset 2001, 
Kuipers 1991, Rekleitis 2000, Victorino 2000]. 
The latter three reflect with increased complexity 
the algorithm developed here.  

The experimental setup for the first study in the 
Planetary Robotics Lab (PRL) at JPL is shown in 
Figure 23. A recessed sandpit containing several 
rock piles is mapped. The edge of the sandpit, a 
vertical drop, acts as the cliff edge. This limits the 
motion of the RECON-bot to lie in the flat plane 
behind the cliff edge (see Figure 23). Figure 24 
shows the number of environment grid cells 
explored as a function of the number of stereo 
imaging steps. From this experimental study, the 
improved efficiency of the method presented in 
this paper over conventional raster scanning 
methods can be seen, with an order of magnitude 
more points being mapped by Method 5 over 
those returned from Method 1 for the same 
number of stereo imaging steps. A significant 
improvement in efficiency can be seen while 
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progressing from Method 3 to Method 5. In 
Method 4, by parameterizing the cliff edge, the 
rover is able to follow the edge more 
aggressively, thus covering a larger variety of 
view points.  
 

 
Figure 23: Experimental laboratory setup. 

 

 
Figure 24: Amount of environment explored. 

 
Figure 25 shows a top view of the 

environment points mapped using Methods 3 
and 5. It is seen that Method 5 takes 
approximately half the number of steps to map a 
qualitatively similar region. Further, it is 
observed that the left region of the sandpit in 
Figure 23 yields poor data (due to lack of stereo 
correspondence). Since this region is expected to 
have high information content (due to lack of 
occlusions), the algorithm in Method 3 tends to 
converge to view points looking in that 
direction. However, in Method 5, the algorithm 
concludes that the data quality is poor and 
eventually loses interest in this region. This is 
seen in Figure 26, which shows the number of 
expected environment grid cell measurements as 
opposed to the number obtained. In Method 5, 

there is reasonable agreement. However, in 
Method 3, while the expected number of 
measurements is significant, the obtained number 
of grid cell measurements drops off to zero. 
Figure 26(c) shows an example of the projected 
mapped area as opposed to the true mapped area. 
Differences exist primarily due to poor imaging 
(stereo correspondence). However, occlusions and 
inaccuracies in projected area from local slope 
variations also contribute to this difference. Figure 
27 shows the interest function value obtained 
from Equation (9) in Method 5 for each 
environment grid cell. It is seen that regions to the 
left rapidly lose their interest values with time 
since they yield low quality data. 
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Method 5 – after 10 steps 

 

Figure 25: Top view of mapped points. 
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Figure 26:Comparison of the number of expected new 
mapped cells verses the number obtained. 

 

 
Figure 27: Interest function value after 10 steps using 
Method 5. 

 
Field tests are conducted near the Tujunga 

Dam in Tujunga, CA on a natural cliff face with a 
vertical slope of approximately 75. This setup is 
seen in Figure 28. This is the physical realization 
of the conceptual description in Figure 3 of a team 
of four cooperating robots exploring a cliff 
surface. Due to time constraints, experimental 
tests could only be run for Method 3 using the 
maximum information content and Method 5 
using the maximum information content with 
interest function. The results of the study for 10 
imaging steps are shown in Figure 29. Figure 30 
shows part of the cliff surface and its 
corresponding map. Of particular interest to the 
Cliff-bot is the rock jumble in Figure 30(a), 
allowing it to choose to avoid it during traversal.  
 
 

 
Figure 28: Experimental field system setup. 
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Figure 29. Amount of environment explored. 
 

Rock jumble Rock jumble

(a) View of RECON-bot mapping the cliff , (b) Overhead view of 
surface mapped 

Figure 30: Tujunga dam cliff site 
 

Figure 31 compares the number of expected 
environment grid cell measurements and the 
number obtained for the two methods. Method 5 
shows reasonable agreement, while Method 3 
results in a large discrepancy. Once again, 
differences exist primarily due to poor imaging 
(stereo correspondence). However, occlusions 
and inaccuracies in projected area from local 
slope variations also contribute to this 
difference. Finally, Figure 32 shows the interest 
function value obtained in Method 5 for each 
environment grid cell using Equation (9). 
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Figure 31: Comparison of the number of expected new 
mapped cells verses the number obtained. 

 

 
Figure 32. Interest function value after 10 steps using 
Method 5. 

 
4. CONCLUSIONS 

 

In this work, a new algorithm based on 
iterative sensor planning and sensor redundancy 
was proposed to build a geometrically consistent 
dimensional map of the environment for mobile 
robot teams with eye-in-hand systems. The aim 
was to acquire new information that could lead to 
more detailed and complete knowledge of the 
environment. Controlling robots to maximize 
knowledge was performed using Shannon’s 
information theory-based evaluation functions. 
The work applied information theory to enhance 
the performance of cooperative sensing robot 
teams compared with traditional pose selection 
methods. It may be used by multiple distributed 
and decentralized sensing agents for efficient and 
accurate environment modeling. The algorithm 
makes no assumptions of the environment 
structure. Hence it is robust to robot failure since 
the environment model being built is not 
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dependent on any single agent frame. It accounts 
for sensing uncertainty, robot motion 
uncertainty, environment model uncertainty and 
other critical parameters. It allows for regions of 
higher interest getting more attention by the 
agents. Versions of the algorithm based on 3-D 
and 2.5-D representations of the environment 
were developed and experimentally validated 
through two cooperative robot exploration tasks: 
(i) mapping of an unknown planar environment 
and (ii) exploration of cliff surfaces. The 
presented approach has a potential benefit to 
significantly improve robot self-localization and 
mapping efficiency, while reducing the cost of 
autonomous mobile systems. 
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