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Abstract

Non-proportional (NP) hardening can have a significant effect on multiaxial fatigue lives due to the increase in mean and peak stresses it can cause when compared to proportional loads of similar range. Its effect depends both on the material and on the load history path, quantified respectively by the additional NP hardening coefficient $\alpha_{NP}$ and the NP factor $F_{NP}$. However, since $F_{NP}$ depends on the load path, it is not easy to evaluate under complex multiaxial loading conditions. So, several estimates for the steady-state value of $F_{NP}$ have been proposed to deal with such cases, based on enclosing ellipses or on integrals calculated along the stress, strain, or plastic strain path. Tanaka’s incremental plasticity model, on the other hand, is able to predict the NP hardening evolution as a function of the accumulated plastic strain $\varepsilon_p$ along any load history, based on the concept of a polarization tensor $[P]$ that can be correlated to an internal dislocation structure. In this work, it is shown that the eigenvectors of $[P]$ represent principal directions along which dislocation structures may form, whose intensity is quantified by the respective eigenvalues. Two new integral estimates for the steady-state $F_{NP}$ of periodic load histories are proposed, one that exactly reproduces the incremental plasticity predictions from Tanaka’s model, and a simpler version calculated solely as a function of the eigenvalues of $[P]$. Both can be readily used in fatigue design to correctly account for the additional mean or peak stress effects induced by NP periodic histories. For general non-periodic multiaxial histories, it is also shown that Tanaka’s model can be expressed as an evolution equation for $F_{NP}(p)$. Tension–torsion experiments with 316L steel tubular specimens under especially selected discriminating square NP strain paths are conducted to validate the proposed models.

1. Introduction

Some materials can strain-harden much more than it would be expected from the uniaxial cyclic stress curve when subjected non-proportional (NP) multiaxial cyclic loads. This phenomenon, called NP hardening, cross-hardening, or additional (NP) strain hardening, depends on the load history, through the NP factor $F_{NP}$, where $0 \leq F_{NP} \leq 1$, and on the material, through the additional hardening coefficient $\alpha_{NP}$ (typically $0 \leq \alpha_{NP} \leq 1$). NP hardening is usually modeled using the exponent $h_{c}$ from the uniaxial cyclic Ramberg–Osgood equation, see Fig. 1(left), assuming $h_{c}$ does not vary while the hardening coefficient is gradually increased from $h_{c}$ to the NP hardening coefficient under NP multiaxial loads.

$$H_{NP} = H_{c} \cdot (1 + \alpha_{NP} \cdot F_{NP})$$

(1)

Defining $S_{NP}$ as the stabilized NP yield strength associated with a 0.2% plastic strain amplitude, the same value adopted in the monotonic $S_{V}$ and cyclic $S_{yc}$ yield strength definitions, it follows that

$$S_{NP} = S_{yc} \cdot (1 + \alpha_{NP} \cdot F_{NP})$$

(2)

since the cyclic and NP hardening exponents are assumed to be equal.

Note that the NP hardening effect can multiply the uniaxial cyclic yield strength $H_{c}$ and therefore the cyclic yield strength $S_{yc}$, by a factor as high as $(1 + 1 \cdot 1) = 2$, as shown in Fig. 1(right) for a 304 austenitic stainless steel [1]. This figure compares elastoplastic hysteresis loops produced by a NP out-of-phase tension–torsion history and a proportional history, both induced by the same normal strain amplitude $\Delta \varepsilon /2 \approx 0.4$. In other words, in the NP history,
the yield surface radius gradually increases from an isotropic hardening value in-between $S_T$ and $S_Y$ to its NP-hardened yield strength $S_{NP}$.

When NP hardening is significant, NP multiaxial load histories can produce fatigue lives that are much shorter than the ones obtained under uniaxial or proportional multiaxial load histories with the same strain range $\Delta \varepsilon$, since NP hardening increases the corresponding $\Delta \sigma$ range. Therefore, calculations based on strain-controlled NP histories, as found in $\varepsilon N$ specimen tests or around sharp notch tips, must account for NP hardening effects to avoid non-conservative life predictions. Conversely, fatigue lives under stress-controlled histories, as found in $SN$ specimen tests, around mild notch tips or in un-notched components that work under imposed loads, not displacements, can be much higher under NP multiaxial loads than under uniaxial or proportional multiaxial loads with the same range $\Delta \varepsilon$, due to the lower strain range $\Delta \varepsilon$ necessary to achieve this $\Delta \sigma$ because of the NP hardening effect.

Indeed, the fatigue life associated with the strain-controlled NP loading from Fig. 1(right) can be orders of magnitude shorter than under proportional loading, even though both have the same normal strain amplitude $\Delta \varepsilon/2 \approx 0.4%$. This large difference is caused by the maximum normal stress in the NP history, which is about twice the value from the proportional history, further opening the initiating microcracks and thus lowering the fatigue crack initiation life.

However, Coffin-Manson’s strain-life equation or its Morrow’s variations that include mean stresses $\sigma_m$ would not be able to predict this difference, even if extended from an uniaxial to a multiaxial critical-plane approach formulation, because in both hysteresis loops from Fig. 1(right) the mean stress is null, $\sigma_m = 0$. On the other hand, the multiaxial critical-plane version of Smith–Watson–Topper’s (SWT) model, also called SWT-Bannantine [2], would account for this NP hardening effect on the fatigue life, because its damage parameter depends on both $\Delta \varepsilon$ and the maximum $\sigma_{\text{max}}$ not on $\sigma_m$. Therefore, among these three traditional models only SWT would predict, as expected, a shorter fatigue crack initiation life in the presence of higher peak stresses $\sigma_{\text{max}}$ induced by NP hardening. This is not a surprise, since physically speaking $\sigma_{\text{max}}$ is a fatigue driving force whereas $\sigma_m$ is not. This fact implies that the use of traditional $\varepsilon N$ equations, which were developed to model uniaxial fatigue problems, can be non-conservative for NP strain-controlled loading histories even when extended to multiaxial conditions. Obviously, such non-conservative errors are inadmissible both for mechanical design and for structural integrity evaluation purposes, meaning that they are simply unacceptable for practical applications, the really important engineering reason for spending time studying such problems.

As mentioned above, NP hardening is not only material-dependent, through $\varepsilon_{\text{NP}}$, but also load-path dependent, through the NP factor $F_{\text{NP}}$. Uniaxial or proportional multiaxial load histories do not lead to NP hardening, resulting in $F_{\text{NP}} = 0$. On the other hand, the largest NP hardening effect occurs when $F_{\text{NP}} = 1$, e.g. under a properly scaled 90° out-of-phase tension–torsion loading that generates a circle in the von Mises stress $\sigma \times \tau/\sqrt{3}$ or strain $\varepsilon \times \gamma/\sqrt{3}$ diagrams. For a general tension–torsion history, $F_{\text{NP}}$ is usually estimated from the aspect ratio of an ellipse that encloses the stress or strain paths in their von Mises diagrams. There are other $F_{\text{NP}}$ estimates, e.g. those proposed by Itoh et al. [3] and Bishop [4]. These $F_{\text{NP}}$ estimates were compared in [5], where an alternative easier to use yet more powerful $F_{\text{NP}}$ estimation model was introduced, based on a simple Moment Of Inertia (MOI) integral equation of the plastic strain path represented in a 5D deviatoric space $\varepsilon_{\text{pl}}$:

$$
\begin{align*}
\varepsilon_{\text{pl}}^i &\equiv \begin{bmatrix} e_{\varepsilon_{\text{pl}}} & e_{\gamma_{\text{pl}}} & e_{\varepsilon_{\text{pl}}} & e_{\gamma_{\text{pl}}} & e_{\varepsilon_{\text{pl}}} \end{bmatrix}^T \\
&= e_{\gamma_{\text{pl}}} - (e_{\varepsilon_{\text{pl}}} + e_{\gamma_{\text{pl}}})/2,
\end{align*}
$$

where $e_{\varepsilon_{\text{pl}}}$, $e_{\gamma_{\text{pl}}}$, $e_{\varepsilon_{\text{pl}}}$ and $e_{\gamma_{\text{pl}}}$ are the plastic components of the normal and shear strains.

Note that this 5D deviatoric space is more appropriate to define an integral equation to estimate $F_{\text{NP}}$ because, contrary to the stress space used in Bishop’s method [4], it is intrinsically independent of the hydrostatic stress component, which does not affect the plastic behavior of most alloys used for structural engineering applications. Moreover, note as well that this $\varepsilon_{\text{pl}}$ vector is equal to the 5D representation of plastic strains proposed by Tanaka [6] multiplied by $3/2$:

$$
\varepsilon_{\text{pl}} = \frac{3}{2} \begin{bmatrix} e_{\varepsilon_{\text{pl}}} & e_{\gamma_{\text{pl}}} & e_{\varepsilon_{\text{pl}}} & e_{\gamma_{\text{pl}}} & e_{\varepsilon_{\text{pl}}} \end{bmatrix}^T
$$

since the identity $e_{\varepsilon_{\text{pl}}} + e_{\gamma_{\text{pl}}} + e_{\varepsilon_{\text{pl}}}/2 = 0$ implies that $e_{\varepsilon_{\text{pl}}} - e_{\gamma_{\text{pl}}} = e_{\varepsilon_{\text{pl}}} + 2e_{\gamma_{\text{pl}}}$.

In fact, there are at least six motivations to prefer the 5D projection $\varepsilon_{\text{pl}}$ of the plastic strain space to calculate $F_{\text{NP}}$ instead of a stress space, total strain space, or even the 6D plastic strain space:
(i) this projection is a non-redundant representation of the plastic strains, since the linear dependency $e_{zpl} + e_{ypl} + e_{xpl} = 0$ is automatically removed when projecting the 6D strains onto this 5D deviatoric sub-space $E_{5p}$; 
(ii) for either free-surface conditions, un-notched tension–torsion, or uniaxial load histories, respectively 3D, 2D, or 1D sub-spaces of this 5D representation could be used, significantly decreasing its computational cost. Voigt-Mandel's 6D deviatoric representation, on the other hand, would need to use a 3D formulation even under uniaxial conditions in $n$, since the non-zero $e_{ypl}$ and $e_{zpl}$ (due to plastic Poisson effects) and $e_{xpl}$ would be present in all three normal deviatoric components. On the other hand, a 1D representation from $e_{1pl} \equiv e_{1pl} - (e_{ypl} + e_{zpl})/2$ would be enough in the uniaxial case, because $e_{1pl} \equiv (e_{xpl} - e_{ypl})\sqrt{3}/2 = 0$ (since $e_{ypl} = e_{zpl} = -\gamma \cdot e_{xpl}$, where $\gamma$ is the effective Poisson ratio, a weighted mean of the elastic $v$ and plastic $0.5$ Poisson ratios) and all shear $e_{2pl} \equiv \gamma_{ypl}\sqrt{3}/2$, $e_{3pl} \equiv \gamma_{zpl}\sqrt{3}/2$ and $e_{ypl} = e_{zpl} \sqrt{2}$ would be zero as well; 
(iii) similarly to the $\bar{e}$ projection, $\bar{e}_{p}$ is also independent of the hydrostatic strain $\bar{e}_{p}$, since it is a 5D projection of a deviatoric space as well, compatible with the expected independence between $F_{5p}$ and $e_{1}$ (since $F_{5p}$ depends only on plastic strains); 
(iv) the scaled down version $(2/3) \cdot \bar{e}_{p}$ of this projection is identical to Tanaka’s 5D plastic strain vector defined in [6], which has been shown to be appropriate to evaluate the NP hardening evolution in incremental plasticity calculations; 
(v) the Euclidean norm $(2/3) \cdot \| \bar{e}_{p} \|$ is equal to the von Mises plastic equivalent strain, which provides a convenient metric for the deviatoric plastic strain space associated with this representation; and 
(vi) the direction of these 5D strain vectors is related with the principal direction of the loading. This last statement can be observed, for instance, in the calculation of the principal direction angle $\theta_{p}$ with respect to the $y$ axis in the $y-z$ plane 
$$\tan 2 \theta_{p} = 2 \gamma_{ypl}/(1 - \gamma_{ypl}) = 2 e_{1}/e_{2} \equiv e_{3p}/e_{2p} \tag{5}$$
where the approximation $e_{1}/e_{2} \equiv e_{3p}/e_{2p}$ is valid for large plastic strains, resulting in $\theta_{p} \approx \bar{e}_{p}$.

Several incremental plasticity equations make use of the Euclidean norm of the increments of the plastic strain vector, which define infinitesimal variations of $\bar{e}_{p}$: One way to account for this norm is through the equivalent plastic strain increment $dp$, a positive scalar quantity that can be defined as an infinitesimal absolute variation of the plastic von Mises strain $e_{pl.Mies} = |\bar{e}_{p}|/(1 + 0.5)$, assuming as usual that the plastic strains conserve volume, thus that the plastic Poisson ratio is 0.5. The value of $dp$ can be defined in the 5D plastic strain space $E_{5p}$ from 
$$e_{pl.Mies} = \frac{2}{3} \| \bar{e}_{p} \| = dp = \frac{2}{3} \| d\bar{e}_{p} \| \tag{6}$$

The integral of these positive infinitesimal increments $dp$ is defined as the accumulated plastic strain $p$, which in integral form is expressed as 
$$p = \int dp = \frac{2}{3} \int |d\bar{e}_{p}| \tag{7}$$

Note that $e_{pl.Mies}$ and $p$ are very different concepts even though they are both intrinsically positive quantities, since the von Mises plastic strain $e_{pl.Mies}$ can oscillate during a load cycle, while the accumulated plastic strain $p$ increases monotonically in any deformation process.

In the following sections, Tanaka’s NP hardening model is applied to the $E_{5p}$ space to predict the transient evolution of NP hardening, which can be very much important for improving the accuracy of practical multiaxial fatigue life calculations, in particular if this transient period is associated with some ratcheting or mean stress relaxation. From Tanaka’s model, an evolution equation for $F_{5p}$ is developed, from which new steady-state $F_{5p}$ estimate equations are derived. These estimates are then experimentally verified from tension–torsion experiments in tubular 316L specimens under NP histories describing square paths in a normal-shear stress diagram, which are particularly sensitive to $F_{5p}$ transients.

2. Tanaka’s NP hardening model

Estimates for the steady-state value of $F_{5p}$ have been proposed in [3–5, 7]. These estimates are especially useful for periodic NP multiaxial load histories that consist of a few cycles per period, where $F_{5p}$ reaches an approximately constant stabilized value. However, general NP multiaxial load histories have a NP factor $F_{5p}(t)$ that depends on the accumulated plastic strain $p$ and on the previous plastic history, which continually evolves and changes the hardening behavior of materials that have an additional hardening coefficient $\Delta F_{5p} > 0$.

It is well known that NP hardening has been related to stacking faults, which are local regions of incorrect stacking of crystal planes [1]. Fig. 2 shows stacking fault examples for HCP (Hexagonal Close-Packed) and for FCC (Face Centered Cubic) lattices. HCP lattices superimpose the various atomic planes following a twofold sequence type $ab-ab-ab-ab-ab$. The stacking fault in the HCP lattice from Fig. 2(top) is caused by the plane arranged in the $c$ configuration, causing an interruption of the stacking sequence of the crystal structure, which becomes $ab-ab-ab-ab-ab$ in FCC lattices, on the other hand, which usually follow a sequence $abc-abc-abc-abc-abc$, may present stacking faults from the local absence of this $c$ configuration, as shown in the sequence $abc-abc-abc-abc$ in Fig. 2(bottom). These faults cause the HCP lattice to become locally FCC in the abc plane sequence, while the FCC lattice locally becomes HCP in the ab region. These planar defects cause lattice incompatibilities that prevent or impair dislocations from switching gliding planes. Moreover, each of these crystallization faults requires a Stacking Fault Energy (SFE) to be generated, measured per unit area in J/m$^2$. Materials with low SFE very easily develop large stacking faults. For instance, the FCC lattice of 316 austenitic stainless steels requires only about 25 mJ per m$^2$ to generate them. Screw dislocations associated with plastic straining cannot cross-slip across such large stacking faults, even under high stresses, due to lattice incompatibility. So, the slip bands generated by proportional loadings remain planar, limiting the material ductility. However, in the presence of NP loads, the changes in principal direction allow the activation of cross-slip bands in all directions. An increase in the hardening effect with respect to proportional loadings is thus expected, caused by the change in direction of the maximum shear planes, resulting in an additional hardening coefficient $\Delta F_{5p} > 0$.

On the other hand, stacking faults are rarely seen in materials with high SFE, such as in most aluminum alloys, which typically require more than 200 mJ per m$^2$ to induce them. Without the obstruction caused by stacking faults, the screw dislocations may cross-slip even under proportional loadings, giving the material an extra ductility since the many slip systems are able to well distribute the deformation in all possible directions in 3D. Slips of dislocations are wavy, changing their glide planes easily, even for uniaxial histories. Hence, since cross-slip bands already happen naturally even under proportional loadings, NP histories do not
cause any significant increase in hardening, resulting in $\sigma_{\text{NP}} \equiv 0$. In summary, the additional hardening coefficient $\sigma_{\text{NP}}$ is a parameter that reflects the material sensitivity to the non-proportionality of the loads. Values of $\sigma_{\text{NP}}$ are usually high in austenitic stainless steels at room temperature ($\sigma_{\text{NP}} \equiv 1$ for 316 stainless steel) and very low in aluminum alloys ($\sigma_{\text{NP}} \equiv 0$ for Al 7075).

In materials with a high $\sigma_{\text{NP}}$, a sequence of NP multiaxial loading cycles causes an additional hardening effect that increases as a function of $p$ and of the non-proportionality of the load, until reaching a steady-state level also known as the target value of $F_{\text{NP}}(p)$. Conversely, a long series of proportional loads may cause a “proportional softening” effect that reverts a previous NP hardening process. Incremental plasticity models must account for this transient NP hardening and proportional softening to correctly predict fatigue lives, because these transients can have a significant effect on the resulting strain or stress amplitudes, respectively under stress or strain-controlled conditions in low-cycle fatigue, and a very large effect on ratcheting and on mean stress relaxation problems.

The transient NP hardening model proposed by Tanaka [6] is probably the most widely adopted in modern incremental plasticity calculations. Tanaka defined a polarization tensor $[P_T]$ that can store information on the directionality of the accumulated plastic strains induced by the loading history, which can be proportional or NP. This macroscopic structural tensor is an internal state variable that is able to describe the loading-path-shape dependence of the NP hardening process through the mathematical representation of an internal dislocation structure. The directions stored in this tensor are the ones described by 5D normal unit vectors $\vec{n}$, which are defined as the direction of the current infinitesimal plastic strain increment $d\epsilon_{pl}^i$ in the 5D $E_{\text{SP}}$ plastic strain space. According to the normality rule [8], these unit vectors are perpendicular to the $E_{\text{SP}}$ representation of the yield surface during plastic straining.

2.1. Tanaka’s polarization tensor

Tanaka’s polarization tensor $[P_T]$ in its general case can be represented as a $5 \times 5$ matrix. This tensor, which is initially equal to zero, is calculated at each plastic strain increment from the differential equation

$$[d\tau_T] = (\vec{n} \cdot \vec{n}^T - [P_T]) \cdot hr_T \cdot dp$$

where $hr_T$ is a rate that dictates how fast $[P_T]$ evolves as a function of the equivalent plastic strain increment $dp$. The quantity $\vec{n} \cdot \vec{n}^T$ is the outer product of $\vec{n}$, a matrix operator that projects any vector $\vec{v}$ onto $\vec{n}$, since $\vec{n} \cdot (\vec{n}^T \cdot \vec{v}) = (\vec{n} \cdot \vec{n}^T) \cdot \vec{v}$. The outer product always results in a singular symmetrical $5 \times 5$ matrix with five mutually perpendicular eigenvectors, one of them equal to $\vec{n}$ and associated with a unit eigenvalue $\lambda_0 = 1$, and all other four associated with null eigenvalues $\lambda_2 = \lambda_3 = \lambda_4 = \lambda_5 = 0$. This matrix is also referred to as the tensor product $\vec{n} \otimes \vec{n}$. Since the evolution equation of $[P_T]$ only involves symmetrical matrices, it follows that $[P_T]$ itself is symmetric.

The $5 \times 5$ version of the polarization tensor $[P_T] = [P_{ij}]$ $(i, j = 1, \ldots, 5)$ is needed in load histories involving all six plastic strain components. In load histories under free-surface conditions, the normal vector $\vec{n}$ can be represented in the 3D diagram $\epsilon_{xpl} \times \epsilon_{ypl} \times \epsilon_{zpl}$ from a sub-space $\vec{e}_{3D_{pl}}$, reducing $[P_T]$ to the $3 \times 3$ representation

$$[P_T] = \begin{bmatrix} P_{111} & P_{112} & P_{113} \\ P_{212} & P_{222} & P_{223} \\ P_{313} & P_{323} & P_{333} \end{bmatrix}, \quad \text{with } \vec{e}_{3D_{pl}} = \frac{3}{2} \left[ \epsilon_{xpl} \quad \epsilon_{ypl} \quad \epsilon_{zpl} \right]^T$$

Moreover, $[P_T]$ can be further simplified to a $2 \times 2$ representation for tension–torsion histories, where $\vec{n}$ is represented in the 2D diagram $\epsilon_{xpl} \times \epsilon_{ypl}$ from the sub-space $\vec{e}_{2D_{pl}}$, resulting in

$$[P_T] = \begin{bmatrix} P_{111} & P_{113} \\ P_{213} & P_{333} \end{bmatrix}, \quad \text{and } \vec{e}_{2D_{pl}} = \left[ \epsilon_{xpl} \quad \epsilon_{ypl} \right]^T = \frac{3}{2} \left[ \epsilon_{xpl} \quad \epsilon_{ypl} \right]^T$$

This dimensional reduction down to $2 \times 2$ is only possible because of the properties of the adopted 5D plastic strain space $E_{\text{SP}}$, which was one of the six motivations listed in the last section to adopt it.

The polarization tensor can be used to model the cross-hardening effect, see Fig. 3, which shows the transient behavior $H(p)/H_c$ of the Ramberg-Osgood hardening coefficient $H(p)$ for materials with $\sigma_{\text{NP}} > 0$, where $H_c$ is the cyclically-stabilized uniaxial hardening coefficient. In this example, a virgin specimen is initially cycled in tension–compression, until the accumulated plastic strain reaches some value $p = p_c$. During this process, isotropic hardening causes the hardening...
coefficient to gradually change from its monotonic value \(H_{\text{ns}}\) to the cyclically-stabilized one \(H_c\). For simplicity, in this initial example it is assumed that both monotonic and cyclic exponents are not too different, represented by the cyclic value \(h_c\). A uniaxial dislocation structure is then gradually generated in the direction of these tension–compression cycles, represented in \([P_T]\) by

\[
[P_T] = \begin{bmatrix} P_{T11} & P_{T13} \\ P_{T33} \end{bmatrix} = \begin{bmatrix} 1 - \exp(-hr_T \cdot p) & 0 \\ 0 & 1 \end{bmatrix}, \quad \text{for } 0 \leq p \leq p_a
\]

where \(\exp(x)\) is the exponential function, with \(e \approx 2.71828\). This uniaxial dislocation structure is fully formed when the first element of \([P_T]\) converges to its target value \(P_{T11} = 1\), see Fig. 3, resulting in a unit eigenvalue associated with an eigenvector in the normal direction \(e_{1\text{pl}}\).

Then, if the tension–compression cycles are replaced by cyclic torsion, this change causes a sudden increase in the transient hardening coefficient from the uniaxial \(H_c\) to the NP value \(H_{\text{nr}}\) (if the material has \(\sigma_{\text{nr}} > 0\)). This sudden strain-hardening is explained by the cross-hardening effect caused by the uniaxial dislocation structure formed in the preceding tension–compression cycles, represented by \(P_{T11} = 1\), which resists much more to the mismatched torsional loads than to previous tensile loads. But the torsional cycles gradually destroy this uniaxial tension–compression dislocation structure, making \(P_{T11}\) tend toward zero, as seen in Fig. 3 for the interval \(p_a \leq p \leq p_b\) which allows the material to soften again from \(H_{\text{nr}}\) to \(H_c\). Meanwhile, a new dislocation structure is gradually generated in the torsional direction through \(P_{T33}\), leading to the \([P_T]\) solution

\[
[P_T] \equiv \begin{bmatrix} \exp(-hr_T \cdot (p - p_a)) & 0 \\ 0 & 1 - \exp(-hr_T \cdot (p - p_a)) \end{bmatrix}, \quad \text{for } p_a \leq p \leq p_b
\]

The torsional dislocation structure is fully formed when \(P_{T33}\) converges to its target value \(P_{T33} = 1\) near \(p = p_b\), see Fig. 3, resulting in a unit eigenvalue for \([P_T]\) associated with an eigenvector in the torsional direction \(e_{3\text{pl}}\).

If the torsional cycles are then replaced again with cyclic tension–compression for \(p \geq p_b\), another sudden increase in the hardening coefficient from \(H_c\) to \(H_{\text{nr}}\) is observed, as also seen in Fig. 3. Now, the tension–compression cycles are resisted by the mismatched torsional dislocation structure formed in the preceding torsional cycles, represented by \(P_{T33} \neq 1\), causing a sudden strain-hardening effect. But this torsional dislocation structure is gradually destroyed as \(P_{T33}\) tends toward zero, allowing the material to soften again from \(H_{\text{nr}}\) to \(H_c\). Meanwhile, \(P_{T11}\) starts increasing again toward \(P_{T11} = 1\), while the unit eigenvalue of \([P_T]\) becomes associated with the tensile direction \(e_{1\text{pl}}\), and the process continues. It can be concluded from this simple example that the eigenvectors of \([P_T]\) represent principal directions along which dislocation structures may form, whose intensity is quantified by the respective eigenvalues, ranging from 0 (no dislocation structures in the considered direction) to 1 (all dislocation structures in this direction).

For general NP multiaxial histories, after several plastic strain increments, Tanaka’s polarization tensor \([P_T]\) results in a \(5 \times 5\) matrix whose eigenvalues \(\lambda_{11} \geq \lambda_{12} \geq \cdots \geq \lambda_{15} > 0\) are proportional to the accumulated plastic strains in the direction of each unit eigenvector \(\tilde{v}_{11}, \tilde{v}_{12}, \ldots, \tilde{v}_{15}\). So, proportional load histories always result in a polarization tensor \([P_T]\) with only one non-zero eigenvalue, corresponding to the eigenvector parallel to the constant plastic straining direction associated with proportional loading conditions. The other four eigenvalues would either be equal to zero or very close to zero for quasi-proportional histories.

On the other hand, highly NP load histories have at least two dominant (high) eigenvalues \(\lambda_{11}\) and \(\lambda_{12}\). These eigenvalues should be equal \((\lambda_{11} = \lambda_{12})\) in the 90° out-of-phase tension–torsion case with equal normal and effective shear amplitudes, i.e. \(\Delta q = 2(\Delta q_{\text{eff}})/\sqrt{3}\). In this case, the plastic straining direction is constantly changed as the load path describes a circle in the \(e_{1\text{pl}} \times e_{3\text{pl}}\) diagram, keeping the cross-hardening effect alive while the transient Ramberg–Osgood coefficient is evolving to reach a target NP value \(H_{\text{nr}}\) without posterior hardening or softening.

In summary, the eigenvectors and eigenvalues of the target values of the evolution of \([P_T]\) mathematically represent the stabilized internal dislocation structure formed by the loading process. These eigenvalues are also useful to detect reduced dimensionality of such structures, ranging from 1D for proportional histories (with only one non-zero eigenvalue) to 5D if all eigenvalues are significantly higher than zero.

### 2.2. Non-proportionality parameter

Tanaka’s original model [6] indirectly made use of the eigenvalues of \([P_T]\) to estimate \(F_{\text{nr}}\), through a non-proportionality parameter \(A_T\) given by

\[
A_T = \sqrt{1 - \frac{|[P_T] \cdot \tilde{\eta}|^2}{tr([P_T]^T \cdot [P_T])}}
\]

where \(\text{tr}(X)\) is the trace function that returns the sum of the elements on the main diagonal of a matrix \([X]\). This \(A_T\) is in fact a function of the eigenvalues of \([P_T]\), as it will be proven next.

Let’s first study the physical meaning of \(A_T\). Since \(\lambda_{11}, \lambda_{12}, \ldots, \lambda_{15}\) are the eigenvalues whereas \(\tilde{v}_{11}, \tilde{v}_{12}, \ldots, \tilde{v}_{15}\) the unit eigenvectors of \([P_T]\), then \(\tilde{v}_{1i} \cdot \tilde{\eta} = \lambda_{1i} \tilde{v}_{1i}\) with \(|\tilde{\eta}| = 1\) for all \(i = 1, 2, \ldots, 5\). In addition, these unit eigenvectors also constitute an orthonormal system, being mutually perpendicular due to the fact that \([P_T]\) is symmetric. So, these orthonormal eigenvectors form a base in the 5D plastic space \(E_{\text{pl}}\), allowing the projection \([P_T] \cdot \tilde{\eta}\) to be rewritten as

\[
[P_T] \cdot \tilde{\eta} = \begin{bmatrix} 5 \\ \vdots \end{bmatrix} \sum_{i=1}^{5} (\tilde{v}_{1i} \cdot \tilde{\eta}) \cdot \tilde{v}_{1i} = \sum_{i=1}^{5} (\tilde{v}_{1i} \cdot \tilde{\eta}) \cdot ([P_T] \cdot \tilde{v}_{1i})
\]

\[
= \sum_{i=1}^{5} (\tilde{v}_{1i} \cdot \tilde{\eta}) \cdot \lambda_{1i} \tilde{v}_{1i}
\]

and thus its squared norm \(|[P_T] \cdot \tilde{\eta}|^2\) becomes

\[
|[P_T] \cdot \tilde{\eta}|^2 = ([P_T] \cdot \tilde{\eta})^T \cdot ([P_T] \cdot \tilde{\eta}) = \sum_{i=1}^{5} (\tilde{v}_{1i} \cdot \tilde{\eta})^2 \cdot (\tilde{v}_{1i} \cdot \tilde{\eta})
\]

\[
= \sum_{i=1}^{5} (\lambda_{1i} \tilde{v}_{1i} \cdot \tilde{\eta})^2
\]

Fig. 3. Variation of the hardening coefficient \(H(p)/H_c\) due to cross-hardening effects in materials with additional hardening coefficient \(\sigma_{\text{nr}} > 0\), adapted from [6].
Since the trace of any matrix product $[X]^T[X]$ is always equal to the sum of the squares of the eigenvalues of the original matrix $X$, it follows that

$$\text{tr}\left( [P_1]^T \cdot [P_1] \right) = \lambda_1^2 + \lambda_2^2 + \lambda_3^2 + \lambda_4^2 + \lambda_5^2$$

(16)

Inserting Eqs. (15) and (16) into (13), Tanaka’s NP parameter $A_T$ becomes

$$A_T = \sqrt{1 - \frac{\left(\lambda_1^2 \hat{p}_1 \cdot \hat{r}_1^2 + \lambda_2^2 \hat{p}_2 \cdot \hat{r}_2^2 + \lambda_3^2 \hat{p}_3 \cdot \hat{r}_3^2 + \lambda_4^2 \hat{p}_4 \cdot \hat{r}_4^2 + \lambda_5^2 \hat{p}_5 \cdot \hat{r}_5^2\right)^2}{\lambda_1^2 + \lambda_2^2 + \lambda_3^2 + \lambda_4^2 + \lambda_5^2}}$$

(17)

So, Tanaka’s NP $A_T$ parameter can be interpreted as the root-mean-square (RMS) average of the projections $\hat{p}_i \cdot \hat{r}_i$ of the plastic flow direction $\hat{r}_i$ onto the eigenvectors $\hat{p}_i$ of $[P_1]$, weighted by the square of the associated eigenvalues $\lambda_i$ ($i = 1, 2, \ldots, 5$). Since these squared unit vector projections $(\hat{p}_i \cdot \hat{r}_i)^2$ are always between 0 and 1, because $(\hat{p}_i \cdot \hat{r}_i)^2 \leq |\hat{p}_i|^2 = 1$, it follows that $0 \leq A_T \leq 1$.

Consider for instance a proportional load history where $\lambda_i$ is the only non-zero eigenvalue. So, any plastic flow in the dominant direction $\hat{r}_i = \hat{v}_i$ of the proportional load history will result in $A_T = \sqrt{1 - \frac{\lambda_i^2}{\lambda_i^2 + \lambda_j^2}} = 0$. On the other hand, a subsequent plastic flow in a direction $\hat{r}$ perpendicular to this proportional direction (i.e. $\hat{r} \perp \hat{v}_i$) will instantaneously change the $A_T$ parameter to $A_T = \sqrt{1 - 0} = 1$. This means that $A_T$ is a varying parameter, usually oscillatory, that measures the trend of the plastic flow to induce NP hardening. This sudden increase from $A_T = 0$ to $A_T = 1$ is able to model the sudden cross-hardening effects from the example shown in Fig. 3.

Even though $0 \leq A_T \leq 1$, the average value of this oscillatory $A_T$ along a given periodic loading path always lies between 0 and $1/\sqrt{2}$. The latter extreme value corresponds to a 90° out-of-phase loading, e.g. a tension–torsion circular load history on the $\hat{v}_1 \times \hat{v}_2$ plane, which leads to $\lambda_1 = \lambda_2 = 0$ and $\lambda_3 = \lambda_4 = \lambda_5 = 0$, resulting in

$$A_T = \sqrt{1 - \frac{\left(\lambda_1^2 \hat{p}_1 \cdot \hat{r}_1^2 + \lambda_2^2 \hat{p}_2 \cdot \hat{r}_2^2 + \lambda_3^2 \hat{p}_3 \cdot \hat{r}_3^2 + \lambda_4^2 \hat{p}_4 \cdot \hat{r}_4^2 + \lambda_5^2 \hat{p}_5 \cdot \hat{r}_5^2\right)^2}{\lambda_1^2 + \lambda_2^2 + \lambda_3^2 + \lambda_4^2 + \lambda_5^2}} = \frac{1}{\sqrt{2}}$$

(18)

because the plastic increment direction $\hat{r}$ belongs to the $\hat{v}_1 \times \hat{v}_2$ plane, which implies that the sum of the squares of its projections $\hat{v}_1 \cdot \hat{r}$ and $\hat{v}_2 \cdot \hat{r}$ onto the orthonormal directions $\hat{v}_1$ and $\hat{v}_2$ results in $|\hat{r}|^2$, which is equal to 1 because $\hat{r}$ is a unit vector.

### 3. Transient NP hardening

The NP factor $F_{NP}$ is usually adopted to quantify the non-proportionality of periodic multiaxial load histories from its steady-state value, but the transient value $F_{NP}(p)$ of the NP factor must be considered to study its evolution. For a virgin material, it evolves from its initial condition $F_{NP}(0) = 0$, and for periodic histories where each period consists of few cycles, it is expected that $F_{NP}(p)$ converges to the steady-state $F_{NP}$ after a sufficiently large accumulated plastic strain $p$. Otherwise, for general non-periodic multiaxial histories, $F_{NP}(p)$ might evolve without converging to a specific value.

The NP evolution of $F_{NP}(p)$ can be derived from the evolution of the yield surface radius $S$ (when represented in a 3D deviatomic space based on a von Mises metric, as described in [9,10]) from a cyclically-stabilized yield strength $S = S_{YN}$ to a target value

$$S = S_{YN} = S_{YK} \cdot [1 + \frac{\Delta V}{\Lambda} \cdot (F_{NP} + \Delta F_{NP})]$$

(19)

using a transient equation very similar to the one adopted in the Voce rule,

$$dS = (S_{YN} - S) \cdot h_{NP} \cdot dp$$

(20)

where $F_{NP}$ is a target value of the NP factor (which can vary at every load cycle, especially for non-periodic histories), $F_{NP}$ is a memory factor that stores the permanent NP hardening caused by the previous plastic history, and $h_{NP}$ is the NP hardening rate which dictates how fast the yield surface radius $S$ changes from its current value to the target $S_{YN}$. For simplicity, in this work the memory factor $F_{NP}$ is assumed equal to zero, although its value could be calibrated from a 90° out-of-phase tension–torsion loading until stabilization in $F_{NP}(p) = 1$, followed by uniaxial tension–compression cycles that could lower $F_{NP}(p)$ to a non-zero memory factor $F_{NP}$. Before presenting more detailed equations for describing the target $F_{NP}$, let’s assume that the solution of the above evolution equation has the form

$$S = S_{YN} \cdot [1 + \frac{\Delta V}{\Lambda} \cdot F_{NP}(p)]$$

(21)

If Eqs. (19) and (21) are inserted into Eq. (20), then

$$dS = \frac{\Delta V}{\Lambda} \cdot (F_{NP} + \Delta F_{NP}) - S_{YN} \cdot \frac{\Delta V}{\Lambda} \cdot F_{NP}(p) \cdot h_{NP} \cdot dp$$

(22)

which, after canceling out the $S_{YN} \cdot \frac{\Delta V}{\Lambda} \cdot F_{NP}(p)$ term, results in an evolution equation for the transient NP factor $F_{NP}(p)$, given by

$$dF_{NP}(p) = \frac{[F_{NP} - F_{NP}(p)] \cdot h_{NP} \cdot dp}{F_{NP}(p)}$$

(23)

where $dF_{NP}(p)$ is an infinitesimal variation of $F_{NP}(p)$. This $dF_{NP}(p)$ evolution equation is much more convenient than the traditional approach of evolving the radii of the yield surface and all hardening surfaces from a multi-surface or a non-linear kinematic hardening model, which would be more computationally intensive, especially in a global Finite Element formulation. Indeed, in this proposed approach the yield and all hardening surfaces are then automatically expanded (or contracted) from the current $F_{NP}(p)$ value.

The simplest and most commonly adopted version of Tanaka’s evolution equation assumes a target value $F_{NP} = A_T/\sqrt{2}$ and a zero memory factor $F_{NP} = 0$, from which an $F_{NP}(p)$ evolution equation is derived

$$dF_{NP}(p) = \left[ A_T \sqrt{2} - F_{NP}(p) \right] \cdot h_{NP} \cdot dp$$

(24)

Note that, for a constant target factor $F_{NP}$, a constant steady-state value $F_{NP}(p) = F_{NP} = A_T/\sqrt{2}$ is asymptotically reached as the increments $dF_{NP}(p)$ tend asymptotically towards zero. Fig. 4 shows the evolution

![Fig. 4. Evolution of $F_{NP}(p)$](image-url)
of $F_{NP}(p)$, $A_T$ and the diagonal elements $P_{T11}$ and $P_{T33}$ of Tanaka’s polarization tensor $[P_T]$, for a 90° out-of-phase tension–torsion loading applied to a virgin component, assuming material rates $h_{NP} = 10$ and $h_r = 4$. Tension–compression loads induce the tense element $P_{T11}$ to increase and the torsional element $P_{T33}$ to decrease, while cyclic torsion has the opposite effect. Therefore, the out-of-phase combination of cyclic tension and torsion loads makes both $P_{T11}$ and $P_{T33}$ and therefore $A_T$ oscillate with the same frequency of the applied load history, see Fig. 4. If the normal and effective shear stress amplitudes are equal, i.e. if $\Delta \tau_{eq} = (\Delta \tau_{eq}/2) \sqrt{3}$, then both $P_{T11}$ and $P_{T33}$ converge to the same value 0.5, while $A_T$ converges to $A_T = 1/\sqrt{2}$, as demonstrated in Eq. (18). Clearly, this is the reason why Tanaka introduced the $\sqrt{2}$ factor in its target $F_{NP}$, to guarantee that this 90° out-of-phase loading results in a NP factor $F_{NP}(p)$ tending toward the target value $A_T = 1/\sqrt{2}$, as desired.

The accumulated plastic strain $p$ needed to settle the values of both $[P_T]$ and $A_T$ in periodic load histories is related to the material hardening rate $h_r$. Since their evolution is exponential, it can be estimated that their values should have converged within $1 - \exp(-4) \approx 98.2\%$ when $h_r = p$. For the $h_r = 4$ used in this example, the settling of $P_{T11}$, $P_{T33}$ and $A_T$ occurs near $p = 4/h_rT = 1 = 100\%$, as verified in Fig. 4, even though both $P_{T11}$ and $P_{T33}$ remain oscillatory along each cycle under such a NP multiaxial loading history. Note that the NP parameter $A_T$ reached an average value near its target 1/\sqrt{2} much before its settling at $p = 1 = 100\%$, which allowed $F_{NP}(p)$ to evolve faster than expected, independently of $h_r$. Since the adopted NP hardening rate in that example was $h_{NP} = 10$, $F_{NP}(p)$ settled near $p = 4/h_{NP} = 0.4 = 40\%$, see Fig. 4.

However, in general, the settling of the non-proportional factor $F_{NP}(p)$ is influenced both by Tanaka’s $h_r$ and by the non-proportional $h_{NP}$ hardening rates. Fig. 4 shows the evolution of $F_{NP}(p)$, $A_T$, $P_{T11}$ and $P_{T33}$ under cyclic torsion, applied for $\rho \geq \rho_0$ just after uniaxial tension–compression cycles applied in the interval $0 < p < \rho_0$. As in Fig. 3, the normal and effective shear stress amplitudes are equal, i.e. if $\Delta \tau_{eq} = (\Delta \tau_{eq}/2) \sqrt{3}$. The adopted hardening rate $h_rT = 4$ results in a 98.2% settling of $P_{T11}$, $P_{T33}$ and $A_T$ near $p = 4/h_rT = 1 = 100\%$, as expected. As seen in Fig. 5, the slowly evolution of $A_T$ to reach its zero target value delays the settling of $F_{NP}(p)$ to an accumulated plastic strain much larger than the $p = 0.4 = 40\%$ from Fig. 4, even using the same $h_{NP} = 2.5 = 100\%$ from the 90° out-of-phase tension–torsion example shown in Fig. 4. In practice, $F_{NP}(p)$ settles (within 98.2%) in periodic histories at accumulated plastic strain values $p$ between $(4/h_{NP})$ and $(4/h_{NP} + 4/h_rT)$.

Note in Fig. 5 that the peak value reached by $F_{NP}(p)$ also depends on the rates $h_rT$ and $h_{NP}$. Low ratios such as $h_{NP}/h_rT < 1$ may underestimate NP hardening effects, resulting in $F_{NP}(p)$ peaks much smaller than the target value $A_T = 1/\sqrt{2}$. Moreover, such rates $h_{NP}/h_rT < 1$ would imply that the NP hardening effect (whose rate is mainly controlled by $h_{NP}$) would only be significant much after the stabilization of the dislocation structures (at a rate controlled by $h_rT$), not a physically sound hypothesis, since any change in the dislocation structure has an immediate effect on NP hardening behavior. On the other hand, high ratios $h_{NP}/h_rT > 2.5$ could result in peak values of $F_{NP}(p) > 1$, violating its definition $0 \leq F_{NP}(p) \leq 1$. Therefore, it is recommended to fit or calibrate $h_rT$ and $h_{NP}$ obeying the restriction $h_rT < h_{NP} < 2.5h_rT$.

Note as well that, except for a very few simple plastic strain paths, Eq. (23) does not have an analytical solution, since the target value $A_T = 1/\sqrt{2}$ usually changes at every strain increment following highly non-linear equations that depend on the load path shape. Therefore, maybe except for very simple periodic NP multiaxial load histories, the evolution of $F_{NP}(p)$ can only be calculated through an incremental plasticity algorithm.

Finally, isotropic and NP hardening can be combined using Voce’s rule and Eq. (21) into the same model, if their effects are assumed mutually independent, giving the yield surface radius evolution equation

$$S = S_Y \cdot [1 + \Delta \tau_{eq} \cdot F_{NP}(p)] + (S_Y - S_Yc) \cdot e^{-h_rT \cdot p}$$

where $h_rT$ is a uniaxial strain hardening rate that calibrates the monotonic-to-cyclic hardening transient under uniaxial tension-compression. If the monotonic stress–strain curve is calibrated from Ramberg–Osgood’s equation forcing its exponent to be equal to the cyclic exponent $h_c$, to generate a modified monotonic hardening coefficient $H_{NP}$, then it is possible to cancel out the 0.0028 term from the equations $S_y = H \cdot 0.0028$ and $S_{yc} = H \cdot 0.0028$, resulting in the evolution of the transient Ramberg–Osgood NP hardening coefficient

$$H(p) = H \cdot [1 + \Delta \tau_{eq} \cdot F_{NP}(p)] + (H_{1st} - H_{c}) \cdot e^{-h_rT \cdot p}$$

4. Estimates of $F_{NP}$ for periodic NP multiaxial load histories

In periodic NP multiaxial histories where each period consists of very few cycles, preventing Tanaka’s tensor $[P_T]$ from varying significantly in-between periods, it is expected that $[P_T]$ and $F_{NP}(p)$ converge to approximately constant steady-state values. In this case, integral-based estimates [3,4] or the MOI method [5] could be used to calculate this constant steady-state $F_{NP}$. In the following sections, two new estimates for the steady-state $F_{NP}$ are proposed, based on Tanaka’s transient model.

4.1. Tanaka’s NP parameter steady-state estimate

The $F_{NP}(p)$ transient NP hardening equations proposed here, based on Tanaka’s model, can also be used to calculate the steady-state $F_{NP}$ for such periodic histories. Integrating Eq. (8) along one of the loading periods and assuming a constant $[P_T]$ with a negligible variation $\Delta[P_T]$ after stabilization, it follows that

$$\int (\bar{\epsilon} \cdot \bar{\tau}^T - [P_T]) \cdot h_rT \cdot dp = \int d[P_T] = \Delta[P_T] \equiv 0 \Rightarrow |P_T| \equiv h_rT \cdot \int dp$$

Tanaka’s tensor $[P_T]$ can be assumed approximately constant as long as $h_rT \cdot p < 1$, where $p$ is the accumulated plastic strain integrated along one loading period, resulting in
which is independent of the hardening rate \( h_r \). Tanaka’s tensor \( [P_1] \) can then be interpreted as an integral of the directionality matrices \( \vec{n} \cdot \vec{n}^T \) of the plastic strain directions \( \vec{n} \) weighted by the associated equivalent plastic strain increments \( dp \).

Following the same reasoning, Eq. (23) can be integrated along a full load period assuming a constant \( F_{NP}(p) \approx F_{NP} \) with a negligible variation \( \Delta F_{NP} \) after stabilization, as long as \( h_r p \ll 1 \), resulting in a steady-state estimate for \( F_{NP} \) independent of \( h_r p \):

\[
\int \left( A_T \sqrt{2 - F_{NP}} \right) \cdot h_{NP} \cdot dp = \int dF_{NP} = \Delta F_{NP} \approx 0 \Rightarrow F_{NP} \\
= (1/p) \int A_T \sqrt{2} \cdot dp 
\]

In a discrete formulation, where the history path is simulated or measured at small finite accumulated plastic strain increments \( \Delta p \) instead of continuously following infinitesimal increments \( dp \), generating thus a polygonal plastic strain path, the steady-state value \( F_{NP} \) can be calculated from the NP Parameter Steady-State (SS) estimate

\[
F_{NP} \approx \frac{1}{p} \sum A_T \sqrt{2} \cdot \Delta p 
\]

where the total accumulated plastic strain \( p = \sum \Delta p \), Tanaka’s tensor \( [P_1] \approx \frac{1}{2} \sum \vec{n} \cdot \vec{n}^T \cdot \Delta p \), and Tanaka’s NP parameter \( A_T \) is given by Eq. (13).

4.2. Rectangular plastic strain path example

Let’s apply the above estimate to obtain the steady-state \( F_{NP} \) of a plastic strain history that describes a rectangle centered at the origin of the \( e_{1pl} \times e_{3pl} \) plastic strain diagram, with sides 2a and 2b (with \( a \geq b \)), caused by a \( \sigma_x \times e_{\sigma} \) tension–torsion history.

The \( e_{1pl} \times e_{3pl} \) diagram is equivalent to the von Mises plastic strain diagram \( e_{1pl} \times \gamma_{xypl} \sqrt{3} \) scaled up by a factor \( (3/2) \), since \( e_{1pl} = (3/2) e_{1pl} \) and \( e_{xypl} = \gamma_{xypl} / \sqrt{3} = (3/2) / \sqrt{3} \). However, this \( e_{1pl} \times \gamma_{xypl} \sqrt{3} \) diagram would not be convenient to represent the plastic strain history in this case, because the description of the actual path would require the 4D diagram \( e_{1pl} \times e_{3pl} \times \gamma_{xypl} \sqrt{3} \), since the stress condition \( \sigma_x = \sigma_y = 0 \) results in non-zero plastic strain components \( e_{xyz} = e_{xy} = -0.5 \gamma_{xy} \neq 0 \). The \( e_{1pl} \times e_{3pl} \) 2D diagram, on the other hand, completely describes this plastic strain path because in this tension–torsion case \( e_{2pl} = e_{xypl} \sqrt{3} / 2 = 0 \), while the remaining components of the 5D plastic strain space \( E_{5p} \) become \( e_{xyz} = e_{xy} = 0 \) due to \( \gamma_{xy} \neq 0 \).

Hence, the equivalent plastic strain increments \( dp = (2/3) / \sqrt{2} \) can be fully calculated in this reduced-order \( e_{1pl} \times e_{3pl} \) diagram using \( dE_{2pl} = [e_{1pl} \ e_{3pl}] \), resulting in an accumulated plastic strain per period equal to \( p = (2/3) / (2a = 4a + 4b) \), where \( 4a + 4b \) is the rectangle perimeter. Assuming a 2D formulation of the plastic strains, each of the two horizontal segments of this load path has a constant outer product \( \vec{n} \cdot \vec{n}^T \) obtained from \( \vec{n} = [\pm \sqrt{1 - t^2], [\pm 1] \} \) integrated along the equivalent plastic strain variation \( \Delta p = (2/3) / (2a = 4a) \), while each of the two vertical segments has \( \vec{n} \cdot \vec{n}^T \) with \( \vec{n} = [0 \pm 1] \) integrated along \( \Delta p = (2/3) / (2b = 4b) \), resulting in

\[
[P_1] \approx \frac{1}{p} \int \vec{n} \cdot \vec{n}^T \cdot dp = \frac{2}{a} [\begin{array}{ccc} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{array}] + \frac{2}{b} [\begin{array}{ccc} 0 & 0 & 0 \\ 4a & 4b & 0 \\ 0 & 0 & b/a \end{array}] \\
= \frac{a}{a + b} [\begin{array}{ccc} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & b/a \end{array}] 
\]

The NP parameter \( A_T \) cannot be assumed constant since it can abruptly change during a load period. It must be calculated from Eq. (13) for each path segment. Since \( [P_1] \) is diagonal, its eigenvalues are the diagonal elements \( \lambda_{12} = a/(a + b) \) and \( \lambda_{32} = b/(a + b) \). The trace of \( [P_1]^T [P_1] \) is then equal to \( \lambda_{12}^2 + \lambda_{32}^2 = (a^2 + b^2)/(a + b)^2 \). For the two horizontal segments with \( \vec{n} = [\pm 10] \),

\[
[P_1] : [P_1]^T = a^2/(a + b) \Rightarrow A_T = \sqrt{1 - a^2/(a + b)^2}
\]

while for the two vertical segments with \( \vec{n} = [0 \pm 1] \),

\[
[P_1] : [P_1]^T = b^2/(a + b) \Rightarrow A_T = \sqrt{1 - b^2/(a + b)^2}
\]

resulting in the estimate

\[
F_{NP} \approx \frac{1}{p} \int A_T \sqrt{2} \cdot dp = \frac{2}{a} \frac{b}{\sqrt{a^2 + b^2}} \left( 4a^2 + \frac{4a \sqrt{a^2 + b^2}}{3} \right) \\
= \frac{b}{a} \frac{2 \sqrt{2}}{1 + b/a} \sqrt{1 + b/a}^2
\]

Note that this estimate results in the limit cases \( F_{NP} = 0 \) for \( b/a = 0 \), as expected from a proportional multiaxial history, and \( F_{NP} = 1 \) for \( b/a = 1 \). The \( F_{NP} \) estimate for the same rectangular plastic strain path obtained in the MOI method studied in [5] is different from the above, but it also results in the same limit cases.

4.3. Eigenvalue steady-state estimate

The previous example suggests that, for 2D histories involving only two stress or strain components, the degree of non-proportionality can be estimated from the ratio \( \lambda_{22} / \lambda_{11} \) between the second largest eigenvalue \( \lambda_{22} \) of \( [P_1] \) and the largest \( \lambda_{11} \), since \( F_{NP} \) was indeed calculated as a function of \( \lambda_{22} / \lambda_{11} = b/a \). From this observation, it becomes evident that there are several similarities between Tanaka’s polarization tensor \( [P_1] \) and the Rectangular Moment Of Inertia (RMOI) tensor \( I_0^p \) from the MOI method [5]: (i) both are 5 x 5 tensors defined in the same \( E_{5p} \) space, with the possibility to represent them under free-surface conditions as \( 3 \times 3 \) or \( 2 \times 2 \) tensors in reduced-order spaces; (ii) their eigenvectors represent principal directions of plastic straining for the considered \( e_{\sigma} \) path; (iii) their eigenvalues are a measure of the accumulated plastic strain in the direction of the associated eigenvectors; and (iv) in 2D histories, the NP factor \( F_{NP} \) can be estimated from the ratio between their two eigenvalues. However, despite their similarities, \( [P_1] \) and \( I_0^p \) have different formulations, thus have different eigenvalues and eigenvectors.

If extrapolated to general 6D histories represented in the 5D \( E_{5p} \) plastic space, the above analogy with the MOI method suggests that the steady-state NP factor could be estimated from the ratio \( \lambda_{22} / \lambda_{11} \) between the two largest eigenvalues of \( [P_1] \), through

\[
F_{NP} \approx \sqrt{\lambda_{22} / \lambda_{11}} \quad \text{(Tanaka’s Eigenvalue SS estimate)}
\]

which is called here Tanaka’s Eigenvalue Steady-State (SS) estimate for \( F_{NP} \). Since this equation neglects any transient effects on the value of \( F_{NP} \), it should only be applied to relatively simple load histories where \( [P_1] \) stabilizes to an almost constant tensor, as in most 2D periodic NP histories consisting of few multiaxial cycles per period.

However, for complex multiaxial NP load histories involving significant plastic straining in all six strain components, perhaps
$F_{np}$ might also be influenced by the three lower remaining eigenvalues $\lambda_{35}$, $\lambda_{34}$ and $\lambda_{36}$, provided that they are significantly higher than zero. On the other hand, if plastic straining along the eigenvectors $\vec{y}_1$ and $\vec{y}_2$ associated with $\lambda_{35}$ and $\lambda_{36}$ is enough to activate cross-slip in all possible directions of the material microstructure, then the effects of the three remaining eigenvalues on $F_{np}$ might be negligible.

In summary, the two $F_{np}$ estimates presented in Sections 4.1 and 4.3 for periodic multiaxial NP load histories estimate the steady-state value of Tanaka’s tensor $[P]$ from Eq. (27). The first estimate, shown in Eq. (28), requires the calculation of an additional integral involving the $A_p$ parameter, or a summation in the discrete version from Eq. (29), while the second estimate from Eq. (34) is simply based on an eigenvalue ratio. The main advantages of these estimates are their integral formulation, which does not require the transient solution of Tanaka’s evolution equation in an incremental plasticity formulation, and their independence of the $hr_T$ and $hr_{np}$ hardening rates, which would not need to be calibrated if only the steady-state $F_{np}$ and the associated Ramberg–Osgood NP hardening coefficient $H_{np} = H_c (1 + 2\sigma_{np} F_{np})$ are desired.

In fact, for balanced periodic multiaxial NP histories where $F_{np}(p)$ stabilizes to a constant value $F_{np}$ without causing any ratcheting or mean stress relaxation effects, an incremental plasticity algorithm could calculate the stress or strain paths assuming that $H(p) = H_{np}$ since the beginning of the load history (assuming $p = 0$), without having to deal with transient isotropic and NP hardening and thus a yield surface with changing radius. The resulting stress–strain paths would be very similar to the stabilized ones that would be calculated considering all the transient effects, but at a much lower computational cost. This simplified approach is similar to the one adopted in the $cN$ method, where the uniaxial cyclic curve is assumed stabilized with $H(p) = H_c$ since the beginning of the load history, neglecting the uniaxial monotonic-to-cyclic transient.

The main advantage of this transient incremental plasticity calculation using a steady-state value of $F_{np}$ (assuming it indeed stabilizes, a simplifying hypothesis applicable to many if not most balanced periodic histories, those with $\sigma_{np} = 0$) is reduction in computational cost, since Eqs. (8) and (13) won’t need to be recalculated at each incremental step. Without the need to store and evolve Tanaka’s polarization tensor, which in the general case requires a $5 \times 5$ matrix to be represented in the simulation software along with its differential equations, computer time can be typically reduced in about half. Moreover, if the transient response of NP hardening can be ignored (e.g. in periodic histories without significant overloads that could cause load interaction effects), then this simplification does not result in any information loss, since the calculated steady-state paths will end up essentially the same as the computationally-costly ones obtained considering the entire transient of Tanaka’s polarization tensor.

Note however that the transient response should be fully calculated for unbalanced loadings, where ratcheting or mean stress relaxation can occur. In this case, neglecting hardening or softening transients would compromise the accuracy of the stress or strain path predictions.

5. Experimental validation

The presented NP hardening formulation has been implemented in the ViDa 3D software to predict multiaxial elastoplastic stress–strain relations (see [11] for a description of its 2D version main features, which are retained and expanded in this much improved version). Kinematic hardening can be considered using multi-surface non-linear kinematic (NLK) models from Chaboche et al. [12], Jiang–Sehitoglu [13,14], Ohno–Wang II [15], or Delobelle et al. [16], implemented through a generalized surface translation rule:

$$\vec{v}_i = \begin{bmatrix} \vec{v}_i \cdot \Delta r_i - \chi_i \cdot m_i \cdot \gamma_i \cdot \left( \delta_i \cdot \vec{p}_i + (1 - \delta_i) \cdot (\vec{p}_i^T \cdot \vec{F}) \cdot \vec{F}_R \right) \end{bmatrix}_{\text{Prager–Ziegler}}$$

$$\begin{bmatrix} \mu_i \cdot \vec{F}_R \end{bmatrix}_{\text{dynamic recovery}}$$

$$\begin{bmatrix} \vec{F}_R \end{bmatrix}_{\text{radial return}}$$

where $\vec{v}_i$ is the translation direction vector for each hardening surface $i$, $\vec{F}_R$ is its backstress component, $\vec{F}$ is the current plastic straining unit direction, $A_T$ is the difference between the radii of consecutive hardening surfaces, and the scalar functions $\chi_i$ and $m_i$ are defined as

$$\chi_i = \begin{bmatrix} \left( \frac{\vec{F}_R}{\Delta r_i} \right)^T - \frac{\vec{p}_i}{|\vec{p}_i|} \end{bmatrix} \text{ and } m_i = \begin{cases} \left( \frac{\vec{p}_i \cdot \vec{F}_R}{|\vec{p}_i|} \right)^T, & \text{if } \vec{p}_i \cdot \vec{F} \geq 0 \\ 0, & \text{if } \vec{p}_i \cdot \vec{F} < 0 \end{cases}$$

where $\chi_i$, $m_i$, $\gamma_i$, and $\delta_i$ are adjustable ratcheting parameters for each surface. These versatile equations reproduce Chaboche’s model setting $\chi_i = \gamma_i = \delta_i = 1$ and $m_i = 0$, Jiang–Sehitoglu’s for $\gamma_i = \delta_i = 1$, $m_i = 0$ and adjustable $0 < \chi_i < \infty$, Ohno–Wang II for $\gamma_i = \delta_i = m_i = 0$ and adjustable $0 < \chi_i < 1$ and $0 < \delta_i < 1$. The translation direction vectors $\vec{v}_i$ from each hardening surface are then used to calculate the corresponding surface backstress increments

$$d\vec{p}_i = \begin{cases} p_i \cdot \vec{v}_i \cdot dp_0 \cdot |\vec{F}_R| \cdot |\vec{p}_i| - \Delta r_i, & \text{if } |\vec{F}_R| < |\vec{p}_i| \\ 0, & \text{if } |\vec{F}_R| = |\vec{p}_i| \cdot \Delta r_i \end{cases}$$

where $p_0$ are generalized plastic modulus coefficients calibrated for each surface. NP hardening is considered in the simulation by continuously changing the generalized plastic modulus coefficients $p_i$ of each hardening surface $i$ from their initial values $p_i(0)$, through the equation

$$p_i(p) = p_i(0) \cdot |H(p)/H_c|^{1/b_i}$$

where the transient Ramberg–Osgood NP hardening coefficient $H(p)$ has been defined in Eq. (25).

The computer code accuracy should be verified using the same model in both stress and strain control, as recommended in [11]. That is, the stress history should be calculated in the code from a given strain history, and then the computed stresses should be used as input to the same code to predict the original strain history. The residual numerical errors, which should be as small as possible, are assumed as a suitable metric for the code quality. The code accuracy has been verified for all adopted NLK models following this reasonable methodology, but this verification is considered beyond the scope of this paper and will not be further discussed here. However, numerical simulation comparisons with experimental data from Itoh et al. [17] show a better agreement for Jiang–Sehitoglu’s model, among all the studied ones.

Tension–torsion experiments are then performed on tubular annealed 316L stainless steel specimens in an MTS tension–torsion testing machine, see Fig. 6. Engineering stresses and strains are measured using a load/torque cell and a MTS axial/torsional extensometer. The cyclic properties of this steel are obtained from traditional uniaxial $cN$ tests, resulting in a calibrated uniaxial cyclic hardening coefficient $H_c = 874$ MPa and exponent $b_c = 0.123$, with Young’s modulus $E = 193$ GPa. To improve the calculation accuracy, the backstress is divided into five additive components, following Chaboche’s idea [12]. Therefore, the following simulations adopt Jiang–Sehitoglu’s kinematic hardening model with five surfaces, i.e. one yield plus four hardening surfaces (not to mention the rupture surface, which does not translate and would constitute a sixth surface).
Using the calibration procedure from [14], for a chosen set of generalized plastic modulus coefficients \( p_i = \{6176, 786, 100, 12.7, 1.62\} \) MPa for surfaces \( i = 1, 2, \ldots, 5 \), respectively, the resulting radii become \( r_i \approx [231, 297, 382, 491, 632] \) MPa, with differences \( \Delta r_i \approx \{66, 85, 109, 141, 217\} \) MPa between the radii of consecutive surfaces, where the rupture surface (constant) radius is \( r_6 = 849 \) MPa. Uniaxial ratcheting experiments are used to calibrate the parameters \( X_i = \{1, 1, 2.9, 3, 4\} \). An additional hardening coefficient \( \alpha_{NP} = 0.86 \) is calibrated from 90° out-of-phase tension–torsion circular paths, assuming in this case \( F_{NP} = 1 \). NP hardening rates are also calibrated in the same way, resulting in NP hardening rates \( hr_{NP} = 1.3 \) and \( h_{NP} = hr_{NP}/2 \).

A thin wall of 1.5 mm is usually adopted in the tubular specimen, to avoid having to deal with stress gradient effects across the thickness. But, since some experiments involved large compression strains, the minimum wall thickness was increased from 1.5 to 2.0 mm to avoid buckling. On the critical section, the tubular specimen has then external \( d_{ext} = 16 \) mm and internal \( d_{int} = 12 \) mm diameters.

Note that linear elastic (LE) stress analyses tend to overestimate the elastoplastic stresses especially for specimens with thicker walls, therefore ASTM E2207-08 recommends replacing the term \((d_{ext}^2 - d_{int}^4) = (d_{ext}^2 - d_{int}^2)(d_{ext}^2 + d_{int}^2)\) from the denominator of the LE expression for the engineering shear stress \( \tau_{eng}^e \) (due to torsion) with the higher \((d_{ext}^2 - d_{int}^2)(d_{ext}^2 + d_{int}d_{ext})\) to decrease \( \tau_{eng}^e \).

The conversion from engineering (\( \text{eng} \)) to true strains is obtained from

\[
\begin{align*}
\gamma_x &= \ln (1 + \varepsilon_{x}^{\text{eng}}) \\
\gamma_y &= \ln (1 + \varepsilon_{y}^{\text{eng}}) \\
\gamma_z &= \ln (1 + \varepsilon_{z}^{\text{eng}})
\end{align*}
\]

and

\[
\begin{align*}
\gamma_{xy} &= \tan^{-1} \left( \frac{\varepsilon_{xy}^{\text{eng}}}{1 + \varepsilon_{x}^{\text{eng}} \varepsilon_{y}^{\text{eng}}} \right) \\
\gamma_{yz} &= \tan^{-1} \left( \frac{\varepsilon_{yz}^{\text{eng}}}{1 + \varepsilon_{y}^{\text{eng}} \varepsilon_{z}^{\text{eng}}} \right) \\
\gamma_{zx} &= \tan^{-1} \left( \frac{\varepsilon_{zx}^{\text{eng}}}{1 + \varepsilon_{z}^{\text{eng}} \varepsilon_{x}^{\text{eng}}} \right)
\end{align*}
\]

But the conversion from engineering to true stresses requires a general multiaxial formulation that incorporates Poisson effects in all directions, based on the equations

\[
\begin{align*}
\sigma_x &= \sigma_{x}^{\text{eng}} / [(1 + \varepsilon_{x}^{\text{eng}}) \cdot (1 + \varepsilon_{x}^{\text{eng}})] \\
\sigma_y &= \sigma_{y}^{\text{eng}} / [(1 + \varepsilon_{y}^{\text{eng}}) \cdot (1 + \varepsilon_{y}^{\text{eng}})] \\
\sigma_z &= \sigma_{z}^{\text{eng}} / [(1 + \varepsilon_{z}^{\text{eng}}) \cdot (1 + \varepsilon_{z}^{\text{eng}})] \\
\tau_{xy} &= \tau_{xy}^{\text{eng}} / [(1 + \varepsilon_{x}^{\text{eng}})^2 + (1 + \varepsilon_{y}^{\text{eng}})] \\
\tau_{xz} &= \tau_{xz}^{\text{eng}} / [(1 + \varepsilon_{x}^{\text{eng}})^2 + (1 + \varepsilon_{z}^{\text{eng}})] \\
\tau_{yz} &= \tau_{yz}^{\text{eng}} / [(1 + \varepsilon_{y}^{\text{eng}})^2 + (1 + \varepsilon_{z}^{\text{eng}})] \quad \text{with} \quad \tau_{xy}^{\text{eng}} = \tau_{yz}^{\text{eng}} = \tau_{xz}^{\text{eng}}
\end{align*}
\]

Note that the force \( F_{NP} \) that causes the engineering shear stress \( \tau_{eng}^{NP} \) is in general different from the \( F_{NP} \), that causes \( \tau_{eng}^{NP} \), because the equilibrium of moments in a deformed element of lengths \( x \) and \( y \) requires that the moment \( F_{NP}(x/2) \) caused by \( F_{NP} \) with respect to the element centroid has the same magnitude as the moment \( F_{NP}(y/2) \) caused by \( F_{NP} \). But, even though in general \( \tau_{eng}^{NP} \neq \tau_{eng}^{NP} \) for engineering shear stresses, the tensor symmetry condition \( \tau_{xy} = \tau_{yx} \) must be satisfied for true shear stresses to guarantee static equilibrium.

Strain-controlled tension–torsion tests are then performed adopting strain paths describing square paths in the \( \varepsilon_x \times \gamma_{xy}/\sqrt{3} \) diagram. Fig. 7(left) shows applied square strain paths with normal amplitudes 0.2%, 0.4%, 0.6% and 0.8%. Fig. 7(right) shows the measured stress paths during the entire NP hardening transient for all applied strain levels, and the corresponding predictions performed using the presented formulation of Tanaka’s NP hardening model together with Jiang–Sehitoglu’s kinematic hardening model, resulting in a good agreement, within 78 MPa RMS (less than 10% of the maximum stress levels). Fig. 8 shows the normal and shear hysteresis loops associated with the paths from Fig. 7. Note that Tanaka’s model predicts that \( F_{NP} \) converges to 1.0 for square paths, overestimating the normal and especially the shear stresses; these experiments suggest \( F_{NP} \) tending to a slightly lower value, near 0.9.
As expected, the proposed NP parameter steady-state estimate exactly coincided with the steady-state value of the transient Tanaka model, obtained from the simulations. Due to the symmetry of the considered square path, the proposed eigenvalue steady-state estimate also coincided with Tanaka's transient predictions after stabilization, however for asymmetric paths these values could be somewhat different. Further investigation is required to evaluate these probably small differences between the two proposed steady-state estimates.

Finally, Fig. 9 shows the wrongfully predicted stress path if NP hardening is ignored. Note the enormous influence of NP hardening in the resulting stress ranges, which would be higher than the wrong predictions by, in average, 5% for the 0.2% strain amplitudes (where plastic strains are still small), by 45% for 0.4% amplitudes, by 65% for 0.6%, and up to 75% (in average) for 0.8%. Multiaxial fatigue calculations cannot ignore these significant hardening effects: for instance, Smith–Watson–Topper's damage parameter would be underestimated by a factor of up to 1.85 in some of the highest amplitude cycles, resulting in highly non-conservative fatigue life predictions.

6. Conclusions

In this work, Tanaka's incremental plasticity model was presented in a special 5D plastic strain space, from which an evolution equation for the non-proportionality factor \( F_{np} \) was obtained, as a function of the accumulated plastic strain \( p \). It was shown that the eigenvectors of Tanaka's polarization tensor represent principal directions along which dislocation structures may form, while the eigenvalues quantified them. Two new integral estimates for the steady-state \( F_{np} \) of periodic load histories were proposed. The presented equations were validated from non-proportional tension–torsion experiments with 316L steel tubular specimens.
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